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ABSTRACT

NPDGamma is a low energy nuclear physics experiment that is in the final stages of preparation for a high precision measurement of $A_\gamma$, the parity-violating correlation between gamma-ray momentum direction and neutron spin direction in the reaction $\overline{\nu} + p \rightarrow d + \gamma$. Of crucial importance to this experiment are the beam monitors, $^3$He ionization chambers that monitor the apparatus by observing the flux of the polarized pulsed neutron beam. In this thesis, it is verified that the beam monitors are simple, reliable, low noise detectors that are very effective at monitoring the rate of neutrons incident on them. These properties allow them to provide continuous knowledge of the beam polarization throughout an asymmetry measurement by observing the time of flight-dependent beam flux downstream of the beam polarizer. The $^3$He content of these beam monitors was measured, and a Monte Carlo calculation was performed to determine the average amount of energy deposited in the chambers per detected neutron. It was verified that the beam monitor signals can be interpreted to reproduce the known time of flight dependence of beam flux from the neutron source, and that the neutron beam polarization can be measured at the 2 % level from direct measurements of the transmission of the beam through the beam polarizer. An absolute calibration of the beam monitors was attempted by comparing the beam monitor signals to a Monte Carlo calculation of the beam flux. This calibration, which is not important to analysis for the NPDGamma experiment, gave rise to a discrepancy that will require further measurements in order to be resolved.
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Chapter 1

THE MOTIVATION BEHIND THE NPDGAMMA EXPERIMENT

1.1 Introduction to this chapter

The NPDGamma experiment is a low-energy, high-precision nuclear physics experiment that, through measurement of a parity-violating observable in a simple system, aims to provide a better understanding of the weak interaction between hadrons (strongly interacting particles which are composed of quarks).

One of the most fundamental problems of nuclear physics is an accurate description of the internucleon potential. Significant advances have been made in this area by representing the strong interaction between nucleons (protons and neutrons) in terms of a meson exchange model, discussed for example in reference [1]. However, despite five decades of investigation, an equivalent model for the weak interaction between nucleons has not been rigorously tested by experiment.

At the level of noncomposite fermions (leptons and quarks), the weak interaction has been successfully modeled in terms of the exchange of W and Z bosons. However, knowledge of the weak interaction in hadronic systems has been limited by the inevitable involvement of the strong interaction. For this reason it is useful to take advantage of a feature that only the weak interaction is known to exhibit: it violates parity symmetry.

Due to the relative size of strong and weak probability amplitudes, parity-violating asymmetries are typically superposed on parity-conserving signals that are many orders of magnitude larger. As a result, the measurement of such asymmetries is slowed by the requirement for high statistical precision and the by the need for an extremely careful study...
of systematic effects.

One solution to this problem has been to look for signals in systems where the parity-violating effect is magnified by structural effects in complex nuclei. The unfortunate consequence of this approach is that the observables are interpreted in terms of quantum mechanical matrix elements for which the wave functions of the systems must be known. The very complexity which makes the parity-violating effects more measurable gives rise in many cases to conflicting interpretations.

As a solution to this problem, it is necessary to perform difficult but practicable measurements in simple systems. For the case of internucleon interactions, the simplest system is one composed of two nucleons: the proton-proton (pp) or neutron-proton (np) system. Parity violation has been observed to the level of 7 standard deviations in the pp system [2] but has not to date been observed in the np system.

Measurements of parity-violating asymmetries in the np system are necessary for isolating important parameters in the theory of the hadronic weak interaction. The goal of the NPDGamma experiment is to measure such an asymmetry to a precision that will allow for a measurement of the coupling constant associated with weak pion exchange (as discussed in section 1.6.2). In doing so, NPDGamma will provide an important test of current models of the hadronic weak interaction.

### 1.2 Quantum mechanics and the parity transformation

The parity (also referred to as spatial inversion) transformation, \( \pi \), is a linear and discrete mathematical operation. In classical physics, \( \pi \) transforms a system such that the magnitude of the position vector \( \mathbf{r} \) is conserved and its direction is reversed:

\[
\mathbf{r} \xrightarrow{\pi} -\mathbf{r}.
\]

(1.1)

In quantum mechanics, physical systems are described in terms of states \( |\psi\rangle \) that exist in a linear ket space. Observables are described in terms of Hermitian operators \( A \). Expectation values of \( A \) are determined by computing the inner product \( \langle \psi | A |\psi\rangle \) where \( \langle \psi | \) is the bra vector dual to \( |\psi\rangle \).
The notation used to describe the action of $\pi$ on state vectors is:

$$|\psi\rangle \xrightarrow{\pi} \pi |\psi\rangle$$  \hspace{1cm} (1.2)

$$\langle \psi | \xrightarrow{\pi} \langle \psi | \pi^\dagger.$$  \hspace{1cm} (1.3)

The result of $\pi$ in the quantum mechanical case is to transform the expectation value of the position operator $\hat{r}$ so that it converts to its negative:

$$\langle \psi | \pi^\dagger \hat{r} \pi |\psi\rangle = -\langle \psi | \hat{r} |\psi\rangle = \langle \psi | (-\hat{r}) |\psi\rangle.$$  \hspace{1cm} (1.4)

As equation (1.4) also illustrates, this is equivalent to stating that the state vectors remain unchanged while the position operator becomes its negative.

Now consider the projection of $\pi |\phi\rangle$ onto $|\phi\rangle$, which can be calculated as an integral over all space:

$$\langle \phi | \pi |\psi\rangle = \int \langle \phi | \pi |r'\rangle \langle r' | \psi\rangle \, dr' = \int \langle \phi | -r' \rangle \langle r' | \psi\rangle \, dr'$$

$$= \int \langle \psi | -r' \rangle^* \langle r' | \phi\rangle^* \, dr' = \langle \phi | \pi^\dagger |\psi\rangle^*$$  \hspace{1cm} (1.5)

where $|r'\rangle$ is an eigenket with eigenvalue $r' \in \mathbb{R}^3$ of the operator $\hat{r}$. Using the identity $\langle \phi | A |\psi\rangle \equiv \langle \phi | A^\dagger |\psi\rangle^*$, which applies for an arbitrary quantum mechanical operator $A$, it follows from (1.5) that $\pi$ is Hermitian:

$$\pi = \pi^\dagger.$$  \hspace{1cm} (1.6)

From the point of view of a physical observation, two successive parity transformations must be indistinguishable from the identity operation. This leads to the requirement that $\pi^2 = exp(i\theta) \mathbb{I}$ where $\theta$ is an arbitrary real number and $\mathbb{I}$ is an identity operator. Without loss of physical generality, it is possible to choose $exp(i\theta) = 1$, and thus to arrive at the result that $\pi$ is unitary:

$$\pi = \pi^{-1}.$$  \hspace{1cm} (1.7)

---

1At this stage, care is taken to distinguish between the Cartesian coordinate $r$ and the operator $\hat{r}$. For the rest of this chapter, observables are represented as operators, and so such a distinction is no longer of importance. The use of the caret to denote an operator is therefore dropped.
Hermitian operators may only have real eigenvalues, and unitary operators may only have eigenvalues of unit magnitude. As a consequence, the eigenvalues of $\pi$ are restricted to $+1$ or $-1$. States with parity eigenvalue $+1$ are referred to as parity-even, and states with parity eigenvalue $-1$ are referred to as parity-odd. Similarly, operators are referred to as parity-even if they commute with $\pi$ or parity-odd if they anticommute with $\pi$.

### 1.3 Vectors and pseudovectors; scalars and pseudoscalars

In quantum mechanics, an operator $\mathbf{V}$ with components $V_i$ is said to be a vector operator if the expectation values of $V_i$ are altered as:

$$\langle \psi | U^\dagger(R)V_iU(R) | \psi \rangle = \sum_j R_{ij} \langle \psi | V_j | \psi \rangle,$$

(1.8)

where $U(R)$ is a unitary transformation that corresponds to rotation of conventional vectors by a matrix with Cartesian elements $R_{ij}$. Angular momentum, linear momentum and position operators are vector operators.

It is often useful to classify operators further in terms of how they transform under a parity transformation. It has already been stated (equation (1.4)) that the position operator is odd under a parity transformation.

It can also be shown that the linear momentum operator $\mathbf{p}$ is odd under a parity transformation:

$$\pi^\dagger \mathbf{p} \pi = -\mathbf{p}.$$

(1.9)

This statement is true given the facts that 1) momentum is the generator of translations in position space; and that 2) translation followed by parity is the same as parity followed by translation of equal magnitude but in the opposite direction.

It can also be shown that the angular momentum operator $\mathbf{J}$ is even under a parity transformation:

$$\pi^\dagger \mathbf{J} \pi = \mathbf{J}.$$

(1.10)

This statement is true given the facts that 1) angular momentum is the generator of rotations in position space; and that 2) the parity operator commutes with the rotation operator.
Scalar operators are operators that are unaltered by an arbitrary rotation. Scalar quantities can also be subdivided into two categories based on how they behave under a parity transformation. Some scalars such as the dot product between an axial vector and a polar vector (e.g. $\mathbf{J} \cdot \mathbf{p}$) reverse sign under a parity transformation. Such quantities are referred to as pseudoscalars. Ordinary scalars, such as the dot product between two vectors of the same type, are invariant under a parity transformation.

### 1.4 The Hamiltonian operator, time development and parity mixing

The evolution of a quantum mechanical state ket $|\psi\rangle$ between times $t_0$ and $t$ is determined by the time evolution operator $U(t, t_0)$, the form of which is stated in equation (1.12). $H$ is the Hamiltonian operator which for a two body system is shown in equation (1.13). The potential $V$ describes the interaction between the particles. The momentum associated with the relative coordinate between the two bodies is given by $\mathbf{p}$ and the reduced mass is given by $\mu$.

$$
|\psi(t)\rangle = U(t, t_0) |\psi(t_0)\rangle
$$

$$
U(t, t_0) = \exp \left( \frac{-i(H(t - t_0))}{\hbar} \right)
$$

$$
H = \frac{\mathbf{p}^2}{2\mu} + V
$$

The evolution of a physical system is thus for the most part determined by the potential. Given that the interaction inside a nucleus is largely described as being between nucleons, it is therefore not unexpected that a large effort in nuclear physics should involve an attempt to improve our knowledge of the internucleon potential.

The fact that the weak interaction violates parity is equivalent to the statement that $V_{\text{weak}}$, the potential for the weak interaction, does not commute with the parity operator:

$$
[V_{\text{weak}}, \pi] \neq 0.
$$
The fact that angular momentum is conserved requires for $V_{\text{weak}}$ to be invariant with respect to an arbitrary rotation. As such, $V_{\text{weak}}$ is a scalar operator and must therefore contain pseudoscalar terms, by the definition on page 5.

Due to the relative strengths of the weak and strong interactions, the weak Hamiltonian is often treated as a perturbation that mixes the parity eigenstates of the parity-conserving strong Hamiltonian $H_0$. An example is the case of a first order time-independent perturbation. Consider two nearly degenerate eigenstates $|\psi_+\rangle$ and $|\psi_-\rangle$ of $H_0$ with eigenvalues $E_+$ and $E_-$ respectively. The difference $(E_+ - E_-)$ is given by $\delta E$. Consider also that they have the same angular momentum quantum number. These states are mixed by $V_{\text{weak}}$ to produce the following state:

$$|\phi\rangle = |\psi_+\rangle + \frac{\langle \psi_- | V_{\text{weak}} | \psi_+ \rangle}{\delta E} |\psi_-\rangle. \quad (1.15)$$

It is assumed that other terms in the expansion correspond to wide enough energy spacings that they do not contribute significantly to the sum. Since $V_{\text{weak}}$ does not commute with $\pi$, it is possible for the inner product of equation (1.15) to be nonzero, even if $|\psi_+\rangle$ and $|\psi_-\rangle$ have opposite parity. In such a case, $|\phi\rangle$ is of mixed parity.

The concepts mentioned in this section are discussed in more detail in popular quantum mechanics texts such as in references [3, 4, 5, 6].

### 1.5 Symmetries and the weak interaction

#### 1.5.1 Parity violation and the weak interaction

The conservation and violation of symmetries has played a key role in the development of an understanding of subatomic physics. Of historical note is a puzzle relating to the existence of two particles, referred to at the time as the $\tau^+$ and $\theta^+$ mesons. These two particles were observed to have the same masses, lifetimes and electrical charges, and were known to be unstable by the weak interaction. However, given their decay products, and given conservation of angular momentum and conservation of parity, it would not have been possible for them to be the same particle.

In their celebrated paper of 1956 [7], T. D. Lee and C. N. Yang observed that parity
conservation in the weak interaction had been assumed from knowledge of the other interactions, but had not been independently verified. As a solution to the so-called $\tau$$-\theta$ puzzle, they proposed several experiments that could be used to confirm whether or not parity was violated by the weak interaction. Included in their discussion was the observation that previous beta decay experiments could not be used to test parity conservation since all of the measurements that had been made were of observables that are invariant under a parity transformation. Only a measurement of a pseudoscalar observable would allow for a clear test of parity nonconservation.

In 1957, C. S. Wu et al. performed one of these experiments and thus provided the first unequivocal confirmation of parity violation [8]. C. S. Wu (who had been consulted by T. D. Lee on some experimental matters) and her collaborators measured a nonzero dot product between the average momentum of beta particles and the average spin of the $^{60}$Co nuclei from which they were emitted.

It is now accepted that the $\tau^+$ and $\theta^+$ mesons are the same particle and are referred to as the $K^+$ meson. The decays that gave rise to the initial controversy are:

$$K^+ \rightarrow \pi^+ + \pi^0$$  \hfill (1.16)
$$K^+ \rightarrow \pi^+ + \pi^0 + \pi^0$$  \hfill (1.17)
$$K^+ \rightarrow \pi^+ + \pi^+ + \pi^-$$  \hfill (1.18)

Since pions are of negative intrinsic parity, and since all of the mesons shown in the above three reactions are of zero intrinsic angular momentum, the end product of reaction (1.16) must be of opposite parity from the end product of reactions (1.17) and (1.18).

1.5.2 A strong interaction context

The current theoretical framework of particle physics, the Standard Model, describes matter in terms of three generations of spin-$\frac{1}{2}$ particles (fermions). The three generations are similar in that they all comprise a total of two quarks and two leptons, but higher generations correspond to particles of higher mass that decay to lower-generation counterparts via the weak interaction.
Strongly interacting particles (hadrons) are composed of quarks. The six aforementioned types of quarks are distinguished by a label that is referred to as flavor. At low energies, the description of hadronic matter is typically limited to the three least massive quark flavors: the up ($u$), the down ($d$) and the strange ($s$). The quantum numbers relevant to these three quark flavors are isospin and strangeness, both of which are conserved by the strong interaction.

The introduction of isospin, or $I$, was motivated by the observation of symmetries associated with the strong interaction. It was noticed that some strongly-interacting particles could be separated into groups of similar mass and with incrementally varying electric charge. Examples are the neutron and proton; the $\pi^+$, $\pi^0$ and $\pi^-$ mesons; and the $\Sigma^+$, $\Sigma^0$ and $\Sigma^-$ baryons. Isospin is a quantity that was proposed as a method for labeling these groups, which are referred to as isospin multiplets.

It has also been observed that processes involving strongly-interacting particles sometimes proceed independently of which particle from an isospin multiplet is participating. As an example, consider s-wave nucleon-nucleon scattering. The two processes:

\begin{align*}
    p + p & \rightarrow d + \pi^+ \\
    n + n & \rightarrow d + \pi^-
\end{align*}

are dominated by the strong interaction and proceed with equal probability. Another example is that of mirror nuclei (pairs of nuclei such as $^{12}_7$N and $^{12}_6$C that can be transformed into each other by exchanging all protons for all neutrons) that have energy spectra displaying states of the same angular momentum and parity at approximately the same energy.

The idea that the strong interaction is independent of any interchange of particles from the same multiplet is rejected, however, by the fact that a third scattering process:

\begin{equation}
    p + n \rightarrow d + \pi^0
\end{equation}

proceeds with only half the probability of that corresponding to equations (1.19) and (1.20). A similar observation can be made of the fact that the $np$ system has a bound state whereas the $pp$ and $nn$ systems have no bound state.
This situation is explained by treating isospin in a mathematically identical manner to angular momentum. Each isospin multiplet corresponds to a group of total isospin $I$, and each member of the multiplet corresponds to a projection $I_3$ of the isospin vector onto an axis in an abstract isospin space. The fact that these strongly bound states of the same $I$ but different $I_3$ are almost degenerate in energy indicates that the strong interaction is invariant with respect to a rotation in isospin space. The strong interaction therefore conserves $I$ and $I_3$ in the same way that it conserves angular momentum.

$I$ is thus used to label the similarity of particles under the strong interaction, while their distinguishability is preserved by the use of $I_3$. The nucleon, as an isospin doublet, can combine in pairs to produce an isospin triplet ($nn$, $np$ and $pp$), or an isospin singlet ($np$). Since empirically the deuteron exists as a spin singlet of even intrinsic parity, Fermi statistics requires that it exist as an isospin singlet. By rules of isospin conservation, and by knowledge of the appropriate Clebsch-Gordan coefficients, the relative cross sections associated with equations (1.19), (1.20) and (1.21) can thus be understood.

At the quark level, isospin conservation is understood as arising from the conservation of the total number of up quarks and the total number of down quarks. The similar masses of isospin multiplets is explained additionally in terms of the similar masses of the $u$ and $d$ quarks. The total number of strange quarks is referred to as strangeness or $S$. Quark flavor in general is conserved by the strong interaction so $S$ must be unchanged during any strong interaction. Like parity, however, neither isospin nor strangeness are conserved by the weak interaction.

1.6 The hadronic weak interaction

1.6.1 Classifications of the weak interaction

The Standard Model describes the weak interaction between noncomposite fermions (leptons and quarks) in terms of the exchange of massive left-handed vector bosons: the $W^+$, $W^-$ and $Z^0$ particles. The large masses of these exchange particles account for the small probability amplitudes associated with the weak interaction; their left-handed helicity accounts for the parity-violating nature of weak processes.
This model has been extensively verified by experiment. However, aspects of the weak interaction between composite hadrons (the hadronic weak interaction) remain to be understood. For example, the $\Delta I = \frac{1}{2}$ rule, a selection rule that favors $\Delta I = \frac{1}{2}$ channels over $\Delta I = \frac{3}{2}$ channels in $\Delta S = 1$ hadronic decays, empirically exists but is of unknown dynamical origin (see for example p. 226 of reference [9]). Also, the potential that would be used to model weak interactions between composite hadrons has not been empirically quantified.

Figure 1.1 is intended as an illustration of common classifications that are made of the weak interaction. Of these classifications, the purely leptonic, semileptonic and $\Delta S = 1$ hadronic interactions can be isolated by symmetry requirements as purely weak effects. However, there is nothing that would prevent flavor-conserving hadronic interactions ($\Delta S = 0$ in figure 1.1) such as $np \rightarrow np$ from passing through a purely strong channel.

Figure 1.1: Various manifestations of the weak nuclear interaction. Shown are: 1) the purely leptonic decay of a muon: $\mu^{-} \rightarrow e^{-} \nu_{\mu} \bar{\nu}_{e}$; 2) the semileptonic beta decay of a neutron: $n \rightarrow p e^{-} \bar{\nu}_{e}$; 3) the strangeness-nonconserving purely hadronic decay of a $\Lambda$ baryon: $\Lambda \rightarrow p \pi^{-}$; 4) strangeness-conserving purely hadronic neutron-proton scattering: $np \rightarrow np$. 
Experimental studies of the flavor-conserving hadronic interactions are therefore hindered by the fact that strong couplings are several orders of magnitude greater than weak couplings. In the case of a purely hadronic flavor-conserving exchange, the weak component of the interaction remains detectable only due to its unique parity-violating signature. Due to the weaker nature of the weak interaction, a large portion of the experimental effort involves careful studies to eliminate systematic errors that could overshadow true parity-violating signals. Experimental studies are also limited by the fact that high flux sources are required in order to achieve the necessary precision. Theoretical studies on the other hand are hindered by the fact that calculations of strong interactions are difficult to perform reliably at low energies.

1.6.2 The meson exchange model of the hadronic weak interaction

Experimental searches for parity violation in the nucleon-nucleon (NN) interaction were begun in 1957 by Neil Tanner [10] who looked for parity-nonconserving transitions to the ground state of $^{16}$O from a 340 keV resonance of $^{19}$F(p,\(\alpha\))$^{16}$O. This transition would have passed via \(\alpha\) emission from a $1^+$ resonance in $^{20}$Ne to the $0^+$ ground state of $^{16}$O. As such it is forbidden by parity conservation since the final system ($^{16}$O + \(\alpha\)) would have orbital angular momentum \(l = 1\), and would thus be of negative parity. This transition was not observed.

In 1964, the first observation of parity violation inside the nucleus was reported. Applying the method of R. Haas et al. [11], but to a higher precision, Abov et al. [12] observed an asymmetry of $-(3.7 \pm 0.9) \times 10^{-4}$ in the directional distribution of gamma quanta from polarized neutron capture on $^{113}$Cd. Parity violation in the NN interaction became more statistically convincing with the measurement provided by Lobashov et al. [13] in 1967. Lobashov's group measured the circular polarization $-(6 \pm 1) \times 10^{-6}$ of gamma radiation from a 482 keV transition of unpolarized $^{181}$Ta nuclei. For other early measurements of nuclear parity violation, and an early discussion of the theory, see reference [14]. More recent reviews on this subject are provided in references [15, 16, 17].

\(^2\)This asymmetry is the same as that provided by a nonzero $A_\gamma$ in equation (1.35).
A meson exchange model has been proposed as a description of the weak interaction between hadrons. In understanding this model, it should be considered that the weak vector bosons are limited by their large masses to a range that is two to three orders of magnitude smaller than the femtometer hard-core repulsion between nucleons. As a result, the component of the weak \( NN \) interaction that is due to direct \( W \) or \( Z \) exchange is essentially zero. In the hadronic weak interaction, the exchange still involves the \( W^\pm \) and \( Z^0 \) particles, but at only one vertex. The interaction is instead modeled in terms of meson exchange, as illustrated in figure 1.2.

Despite their composite nature, mesons and nucleons are the degrees of freedom that are used when modeling intranuclear interactions, which are typically in the energy range of hundreds of MeV. This assertion that the physics be modeled in terms of mesons and nucleons is inspired by the theory of the strong interaction. The model for strong meson exchange between nucleons is widely confirmed (see for example [1]). The physics of the interaction is described by the potential which is given as a linear combination of terms, each term corresponding to a particular type of meson exchange.

The parity-violating \( NN \) interaction is expected to be mediated in a similar manner. In the model for weak exchange between nucleons, the \( W^\pm \) or \( Z^0 \) convert into a light meson which couples strongly at the other vertex. The weak boson exchange is collapsed to a point and becomes a weak meson-nucleon vertex. This idea is illustrated in figure 1.2, which can be compared to the bottom right-hand diagram of figure 1.1.

An important trait of this model is that one of the vertices of the exchange is weak while the other vertex is strong. The couplings at the strong vertex have been determined experimentally from studies of meson exchange in the strong \( NN \) interaction. Due to the presence of the weak vertex, weak meson exchange does not conserve parity or isospin.

The potential \( V_{PNC} \) for weak meson exchange is described by the following linear combination of terms:

\[
V_{PNC} = \sum_\mu \sum_{\Delta I} H_\mu^{\Delta I} V_\mu^{\Delta I}.
\]  

(1.22)

Each term corresponds to a meson \( \mu \) and to an isospin exchange \( \Delta I \). The size of the contribution from each term is determined by the coupling constant that is represented by
Figure 1.2: The meson exchange model of the hadronic weak interaction. In this model, the weak interaction between nucleons is mediated by the exchange of a meson. One of the meson-nucleon couplings is weak and therefore violates parity and isospin. The other coupling is strong.

\[ H^\Delta I \]  The functional dependence of each term on dynamical variables is given by \( V^\Delta I \), which is a function of space, spin and isospin. A benchmark theoretical prediction of the weak coupling constants for this meson-exchange potential has been provided by B. Desplanques, J. F. Donoghue and B. R. Holstein (DDH) [18, 19, 20].

A short-range internucleon repulsion has been interpreted from phase shift analysis of high energy nucleon-nucleon scattering experiments (see e.g. section 4.4 of [21]). As is embodied in the Yukawa formulation for an exchange potential, the range of a virtual exchange particle is determined by its mass, and decreases with increasing mass. The range of this short range repulsion corresponds to an exchange particle mass of about 800 MeV. Thus mesons of mass higher than 800 MeV are neglected in the DDH model. Barton’s theorem [22] provides the assertion that neutral spin-zero meson exchange is forbidden by CP conservation. Thus, to the extent that CP conservation applies, mesons such as the \( \pi^0 \) and \( \eta \) can also be neglected.

The low mass mesons are shown in table 1.1. The mesons used in the DDH model are the \( \pi^+ \), \( \pi^- \), \( \rho^+ \), \( \rho^- \) and \( \omega \) mesons. Different projections of the same isospin multiplet do not contribute different terms to the potential: for example, the term for the \( \pi^- \) is not distinct
from the term for the $\pi^+$. Terms involving double meson exchange are neglected. The $\rho$ mesons contribute possible isospin exchange of $\Delta I = 0, 1$ or 2. The $\omega$ mesons contribute possible isospin exchange of $\Delta I = 0$ or 1. The $\pi^\pm$ mesons contribute possible isospin exchange of $\Delta I = 1$. The general expression for the DDH potential then follows from equation (1.22) and is described by six separate couplings:

$$V^{DDH}_{PNC} = H^1_{\pi}V^1_{\pi} + H^0_{\rho}V^0_{\rho} + H^1_{\rho}V^1_{\rho} + H^2_{\omega}V^2_{\omega} + H^0_{\omega}V^0_{\omega} + H^1_{\omega}V^1_{\omega}. \quad (1.23)$$

<table>
<thead>
<tr>
<th>Quark constituents</th>
<th>$^1S_0$ state</th>
<th>$^3S_1$ state</th>
<th>Isospin</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>ud\rangle$</td>
<td>$\pi^+$ (140)</td>
<td>$\rho^+$ (769)</td>
</tr>
<tr>
<td>$\frac{1}{\sqrt{2}}(</td>
<td>d\bar{d}\rangle -</td>
<td>u\bar{u}\rangle)$</td>
<td>$\pi^0$ (135)</td>
</tr>
<tr>
<td>$</td>
<td>\bar{u}d\rangle$</td>
<td>$\pi^-$ (140)</td>
<td>$\rho^-$ (769)</td>
</tr>
<tr>
<td>$\frac{1}{\sqrt{2}}(</td>
<td>d\bar{d}\rangle +</td>
<td>u\bar{u}\rangle)$</td>
<td>$\eta$ (547)</td>
</tr>
</tbody>
</table>

Table 1.1: Low mass mesons. Masses are stated in parentheses to the nearest MeV/c$^2$. The $\pi$ and $\rho$ mesons are isospin triplets. The $\omega$ and $\eta$ mesons are isospin singlets of zero charge. All of these mesons have negative intrinsic parity.

For the form of the $V^{\Delta I}_\mu$, see [18] or the review articles [15, 16]. The pion exchange potential, which is of particular relevance to the NPDGamma experiment, is given by:

$$V^1_\pi = \frac{i}{m} \left[ \vec{I}_1 \times \vec{I}_2 \right]_z (\vec{\sigma}_1 + \vec{\sigma}_2) \cdot \left[ \vec{p}, \exp(-m_\pi r) \right] \frac{4\pi r}{4\pi r}, \quad (1.24)$$

where $m$ is the nucleon mass, $\vec{I}$ is isospin, $\vec{\sigma}$ is spin and $\vec{p}$ is momentum associated with the relative coordinate $\vec{r} = \vec{r}_1 - \vec{r}_2$. The subscripts 1 and 2 are used to differentiate between the two nucleons, and the subscript $z$ is used to indicate projection onto the third axis in isospin space.

It can be seen from equation (1.24) that $V^1_\pi$ is composed of terms that are proportional to $(\vec{\sigma}_1 + \vec{\sigma}_2) \cdot \vec{r}$, where $(\vec{\sigma}_1 + \vec{\sigma}_2)$ is an angular momentum and $\vec{r}$ is a displacement. These terms are therefore altered by a parity transformation. The factor $\exp(-m_\pi r) / 4\pi r$ is the Yukawa
potential that was first applied to describe the strong interaction. This factor determines the relationship between the range of the interaction and the mass of the exchange particle.

For each coupling constant, DDH have provided a reasonable range of possible values and their estimate of the most likely value. The reasonable range is designed to encompass all theoretical uncertainties so that future refinements will lead to results inside the range. These ranges and best values are shown in table 1.2. From table 1.2, it can be seen that considerable uncertainty exists in the DDH predictions, at 100 % or more of the best predicted values. An initiative is currently underway to determine these coupling constants, to provide experimental quantification of the model, and to allow for a better understanding of the model itself.

<table>
<thead>
<tr>
<th>Coupling</th>
<th>Best Value</th>
<th>Reasonable Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H^1_\pi$</td>
<td>1.08</td>
<td>0.0 → 2.71</td>
</tr>
<tr>
<td>$H^0_\rho$</td>
<td>1.59</td>
<td>-1.59 → 4.26</td>
</tr>
<tr>
<td>$H^1_\rho$</td>
<td>0.03</td>
<td>0.0 → 0.053</td>
</tr>
<tr>
<td>$H^2_\rho$</td>
<td>1.33</td>
<td>-1.06 → 1.54</td>
</tr>
<tr>
<td>$H^0_\omega$</td>
<td>0.80</td>
<td>-2.39 → 4.29</td>
</tr>
<tr>
<td>$H^1_\omega$</td>
<td>0.48</td>
<td>0.32 → 0.80</td>
</tr>
</tbody>
</table>

Table 1.2: DDH predicted values of weak meson-nucleon couplings [18]. All numbers in this table are in units of $10^{-6}$.

Of the mesons that contribute to the hadronic weak potential, the pion is of particular interest. Being the least massive of the mesons, the pion is responsible for the longest range component of the internucleon interaction. As such, it can be expected to provide the most important contribution to internucleon parity-violating effects.

The parity-violating observable to be measured by the NPDGamma experiment is referred to as $A_\gamma$ and is calculated to be directly proportional to the weak $\pi NN$ coupling $H^1_\pi$. The relationship shown in equation (1.25) is discussed in [15]. It is assumed that the $H^\Delta_\rho$ lie within the DDH reasonable range so that couplings other than $H^1_\pi$ will contribute
negligibly to $A_\gamma$. Other calculations [23, 24] are consistent with this coefficient of $H^1_{\pi}$ and with the prediction that contributions from other mesons are small.

$$A_\gamma = -0.045(H^1_{\pi} - 0.02H^1_{\rho} + 0.02H^1_{\omega} + 0.04H^1_{\rho})$$  \hspace{1cm} (1.25)

### 1.7 Parity-violating observables

With the existence of parity violation in the weak interaction, nuclear states are not parity eigenstates. As was explained in section 1.4, a description of the parity mixing of strong eigenstates can be achieved using perturbation theory, with the extent of the parity mixing determined by the size of $\epsilon$ in equation (1.26). The value of $\epsilon$ can in turn be determined using matrix elements similar to the one shown in equation (1.15). Thus, $\epsilon$ can be expressed as a linear combination of the couplings $H^{\Delta I}_\mu$ as shown in equation (1.27). The coefficients $a^{\Delta I}_\mu$ are dependent on the nature of the unperturbed states and on the parity-violating potential.  

$$|\phi\rangle = |\psi_+\rangle + \epsilon |\psi_-\rangle$$  \hspace{1cm} (1.26)

$$\epsilon = \sum_{\Delta I} \sum_{\mu} a^{\Delta I}_\mu H^{\Delta I}_\mu$$  \hspace{1cm} (1.27)

The expectation value $\langle A \rangle$ of the observable $A$ is obtained by calculating a diagonal matrix element of the corresponding operator as shown in equation (1.28). A transition probability $\lambda$ related to the transition operator $T$ is obtained between initial and final states using the expression in equation (1.29). In the case of a potential that violates parity, it is possible for the states $|\phi\rangle,|\phi_1\rangle,|\phi_2\rangle$ and for the observable $A$ or transition $T$ to be of mixed parity.

$$\langle A \rangle = \langle \phi | A | \phi \rangle$$  \hspace{1cm} (1.28)

$$\lambda = |\langle \phi_2 | T | \phi_1 \rangle|^2$$  \hspace{1cm} (1.29)

It is possible for the general observable $A$ to be expressed as a sum of both parity-even and parity-odd terms as shown in equation (1.30). The expectation value of $A$ can

---

3Although the concept of a parity-mixing amplitude that is proportional to a linear combination of the weak coupling constants still applies, it should be noted that equation (1.15) cannot literally be used for the $np$ system, which has only one bound state.
then involve a term that is proportional to the weak mixing $\epsilon$ and that is thus a linear combination of the weak coupling constants. This is expressed in equation (1.31). As will be shown in section 1.9, a similar expression exists for the transition rate between states of mixed parity.

$$A = A_{\text{even}} + A_{\text{odd}}$$  \hspace{1cm} (1.30)

$$\langle \phi | A | \phi \rangle = \langle \psi_+ | A_{\text{even}} | \psi_+ \rangle + 2\epsilon \text{Re} \{ \langle \psi_- | A_{\text{odd}} | \psi_+ \rangle \} + O(\epsilon^2)$$  \hspace{1cm} (1.31)

An initiative is currently underway to measure such parity-odd observables and thus to determine the weak meson-$NN$ coupling constants in a variety of systems. Examples of such observables include: violation of parity selection rules (e.g. the previously mentioned work of Tanner [10]); a difference in cross-section of scattering by particles of opposite helicity (e.g. the helicity-dependent $pp$ scattering experiment performed at TRIUMF [25]); linear momentum that is released preferentially parallel to an angular momentum (e.g. the NPDGamma experiment as will be discussed); angular momentum that is released preferentially parallel to a linear momentum (e.g. nonzero average helicity of radiation from an unpolarized source [26]); the generation of a rotation about an axis of translation (e.g. the rotation of a particle’s spin about its linear momentum such as the neutron-$^4$He spin rotation experiment that is under development [27]); and parity-violating charge and current distributions (e.g. anapole moments and electric dipole moments).

Due to the relative size of the weak and strong couplings, $\epsilon$ is quite small compared to unity. Observation of the odd parity term in the presence of the even parity term is difficult. Given this situation, it can be beneficial to look for mechanisms that enhance parity-violating signals. These mechanisms often occur in many-body systems.

For example, in the case of gamma polarization from unpolarized $^{18}$F, enhancement is achieved in part due to a pair of energy eigenstates with $\delta E$ sufficiently small (see equation (1.15)). Measurements of the circular polarization of the 1.081 MeV $\gamma$ emission from unpolarized $^{18}$F are believed to provide a minimal dependence on nuclear models [28]. These measurements [26, 29] have yielded a null measurement of the pion coupling constant of $H_\pi^1 = (0.7 \pm 2.0) \times 10^{-7}$, considerably lower than the DDH best value.

Another example, measurement of the nonzero anapole moment of $^{133}$Cs [30, 31], has
been interpreted to give a larger value of $H_1^{\pi} = (2.26 \pm 0.50 \text{ (expt)} \pm 0.83 \text{ (theory)}) \times 10^{-6}$. Unfortunately there is a difficulty due to uncertainties associated with many-body wavefunctions. Wilburn and Bowman [32] point out that the anapole moment interpretation may be flawed, and that the $^{133}\text{Cs}$ and $^{18}\text{F}$ measurements may be in agreement with each other. In any case, these analyses have pointed out a discrepancy that must be addressed.

Figure 1.3 shows a recent summary of current experimental knowledge of $H_1^{\pi}$, from reference [33]. A similar analysis can be found in reference [34]. In this figure, a linear combination of $H_0^\rho$ and $H_0^\omega$ is expressed in terms of $H_1^{\pi}$. DDH best values are used for any couplings that are not shown in the plot. It should be visible from this plot that at present, significant uncertainty remains in the experimental determination of these coupling constants. This is in addition to the fact that the size of the DDH reasonable range (see table 1.2) allows for the plot to change significantly (see for example [32]).

1.8 The directional gamma asymmetry

Given the importance of $H_1^{\pi}$ to the understanding of nuclear weak interactions, and given the fact that the current experimental situation does not challenge or constrain the DDH model, it is necessary to resolve the $H_1^{\pi}$ dilemma by providing a precise measurement in a simple system. The simplest internucleon system possible is the two nucleon system. Due to the fact that the $pp$ interaction is purely neutral current, pion exchange is excluded. It is therefore necessary to look in the $np$ system.

The goal of the NPDGamma experiment is to measure the parity-violating directional gamma-ray asymmetry $A_\gamma$ when a neutron and a proton fuse to form a deuteron. This asymmetry is measured relative to the direction of the neutron spin. A polarized neutron beam is therefore used. The reaction of interest is thus shown in equation (1.32). In addition to the fact that it is a two body system, $np$ capture is also simplified by the fact that only one gamma-ray of unique energy is produced per capture.

$$\bar{n} + p \rightarrow d + \gamma \text{ (2.2 MeV)} \quad (1.32)$$

Let the angles $\theta_{sk}$ and $\phi_{sk}$ be defined in equations (1.33) and (1.34) where $\vec{k}_\gamma$ is the gamma-ray wave vector, $\vec{s}_n$ is the neutron spin, and $\vec{k}_n$ is the neutron wave vector. $\theta_{sk}$ is
Figure 1.3: A summary of current experimental knowledge of $H_{\pi}^1$ [33]. Both axes display units of $10^{-7}$. Shown are results from measurement of: the nuclear anapole moments of $^{205}$Tl and $^{133}$Cs; the helicity dependence of $p$-$\alpha$ scattering; the polarization of gamma radiation emitted from unpolarized excited states of $^{18}$F; the directional asymmetry associated with radiative capture of polarized neutrons on $^{19}$F. This plot uses a different naming convention: $H_{\pi}^1 = g_{\pi NN} h_{\pi}^1 / \sqrt{32}$; $H_{\rho}^0 = -g_{\rho} h_{\rho}^0 / 2$; $H_{\omega}^0 = -g_{\omega} h_{\omega}^0 / 2$; $H_{\pi}^1 = -g_{\rho} h_{\rho}^1 / 2$; $H_{\omega}^1 = -g_{\omega} h_{\omega}^1 / 2$. The $g_{\cdot}$ are the strong couplings at one vertex: $g_{\pi NN} = 13.45$; $g_{\rho} = 2.79$; $g_{\omega} = 8.37$ [15]. These plots can be compared to the DDH best predictions of $(h_{\pi}^1 - 0.12h_{\rho}^1 - 0.18h_{\omega}^1) = 4.8 \times 10^{-7}$ and $-(h_{\rho}^0 + 0.7h_{\omega}^0) = 13 \times 10^{-7}$. The DDH reasonable ranges allow $-16 < -(h_{\rho}^0 + 0.7h_{\omega}^0) < 38$ and $0.8 < (h_{\pi}^1 - 0.12h_{\rho}^1 - 0.18h_{\omega}^1) < 12$. There is considerable room for improvement on this current state of affairs.

a polar angle that is measured from the direction of $\vec{s}_n$ to the direction of $\vec{k}_\gamma$. $\phi_{sk}$ is an azimuthal angle that is measured about $\vec{k}_n$, from $\vec{s}_n$ to the component of $\vec{k}_\gamma$ that lies in the
plane perpendicular to $\vec{k}_n$, as shown in figure 1.5. A system using these two angles is not a polar coordinate system, since both angles are measured from the same vector, but is useful for a discussion of the gamma asymmetry that is observable in the NPDGamma apparatus.

Let $d\omega/d\Omega$, given in equation (1.35), be the probability per unit solid angle $\Omega$ for emission of a gamma-ray in the direction $(\theta_{sk}, \phi_{sk})$. $A_\gamma$ is defined as the coefficient that determines the cosine dependence of $d\omega/d\Omega$ on $\theta_{sk}$, and is illustrated in figure 1.4. Since $d\omega/d\Omega$ is an observable scalar quantity, and since $\cos(\theta_{sk})$ is reversed by a parity transformation, it follows that a nonzero $A_\gamma$ is parity-violating. An asymmetry $A_{PC}$ that is proportional to $\sin(\phi_{sk})$, and therefore parity-conserving, is also expected.

![Diagram showing the distribution of gamma energy from the reaction $n + p \rightarrow d + \gamma$](image)

Figure 1.4: The distribution of gamma energy from the reaction $n + p \rightarrow d + \gamma$ is to a large extent isotropic but is expected to have small directional asymmetries. These asymmetries are dependent on the polar angle $\theta_{sk}$ and on the azimuthal angle $\phi_{sk}$ which are illustrated in figure 1.5. A nonzero $A_\gamma$ allows for a term in the expression for $d\omega/d\Omega$ that is proportional to the cosine of $\theta_{sk}$. Such a term is parity-violating and is illustrated in this diagram. A parity-allowed asymmetry that is proportional to $\sin(\phi_{sk})$ (not illustrated in this diagram) is also expected. The method for measuring $A_\gamma$ is illustrated in figure 2.6.
\[
\cos(\theta_{sk}) = \frac{\bar{s}_n \cdot \bar{k}_\gamma}{|\bar{s}_n||\bar{k}_\gamma|} \\
\sin(\phi_{sk}) = \frac{\bar{s}_n \cdot (\bar{k}_\gamma \times \bar{k}_n)}{|\bar{s}_n||\bar{k}_\gamma \times \bar{k}_n|}
\]

(1.33)  

(1.34)

\[
\frac{d\omega}{d\Omega}(\theta_{sk}, \phi_{sk}) \propto 1 + A_\gamma \cos(\theta_{sk}) + A_{PC} \sin(\phi_{sk})
\]

(1.35)

In terms of its effect on known physical interactions, a parity transformation is equivalent to a reversal of any one of the Cartesian coordinates on its own. This can be explained by the fact that either one of these two types of coordinate reversal can be transformed into the other by including rotation and translation operations, and by the fact that all known interactions are invariant with respect to rotation or translation.

It is impractical to produce an actual parity transformation of an entire apparatus. In order to understand the transformation that is carried out in the NPDGamma experiment, define the direction of beam momentum as forwards and then consider that the beam is polarized perpendicular to this, in the up-down direction. A reversal is performed of the beam polarization. Since the target is left-right symmetric, this reversal is equivalent to an interchange of left and right (single coordinate reversal) of the incident beam and target. Hence, it is equivalent to a parity transformation.

If a left-right reversal of the gamma momentum is taken into account, as shown in the top half of figure 1.6, then \(\sin(\phi_{sk})\) is conserved while \(\cos(\theta_{sk})\) is reversed. However, a polarization reversal is not accompanied by a left-right reversal of the gamma detection apparatus. As such, a left-right reversal of the gamma momentum is not taken into account. A reversal of both \(\sin(\phi_{sk})\) and \(\cos(\theta_{sk})\) therefore occurs, as shown in the bottom half of figure 1.6. Since \(A_{PC}\) is expected to be of approximately the same size as \(A_\gamma\), an important part of the experiment involves accurate positioning of the beam and detectors in order to separate these two components of the asymmetry.

Due to the nonzero extent of the gamma detectors and target along the beam axis, it would be possible for the gamma signal to contain an admixture of a forward-backward asymmetry, if such an asymmetry were to exist. However, a forward-backward asymmetry
Figure 1.5: A visualisation of the angles $\theta_{sk}$ and $\phi_{sk}$ that are defined in equations (1.33) and (1.34). $\vec{k}_\gamma$ and $\vec{k}_n$ are the gamma and neutron wavevectors respectively. $\vec{s}_n$ is the neutron spin which, for the NPDGamma experiment, is aligned perpendicular to $\vec{k}_n$. $\vec{k}_\perp$ is the projection of $\vec{k}_\gamma$ that lies in the plane perpendicular to $\vec{k}_n$. $\theta_{sk}$ is a polar angle that is measured from $\vec{s}_n$ to $\vec{k}_\gamma$. $\phi_{sk}$ is an azimuthal angle that is measured, about $\vec{k}_n$, from $\vec{s}_n$ to $\vec{k}_\perp$. The magnitudes of the vectors in this diagram are not drawn to scale.

must be dependent on odd powers of $\sin(\theta_{sk})$, and would therefore be parity-conserving. Since the forward-backward orientation of both the beam and apparatus is maintained during the measurement, no forward-backward asymmetry can be observed.
Figure 1.6: If translation and rotation invariance are assumed, then a parity transformation is equivalent to the reversal of one Cartesian coordinate. An example is the left-right reversal of the NPDGamma reaction that is shown in the top half of this diagram. The momentum of the neutron, and possibly a component of the gamma momentum, is perpendicular to the page and therefore unaffected by a left-right reversal. The proton has no average momentum or average spin so is not shown. The recoil of the deuteron and the angular momentum of the final system are redundant so are also not shown. The bottom half of the diagram shows a spin reversal that is not accompanied by a left-right reversal of the gamma momentum. A complete left-right reversal alters the sign of \( \mathbf{s} \cdot \mathbf{k} \gamma \), but leaves \( \mathbf{s} \cdot (\mathbf{k} \gamma \times \mathbf{k} \nu) \) unchanged. A polarization reversal that is not accompanied by a left-right reversal of gamma momentum alters the sign of both.

### 1.9 The origin of \( A_\gamma \)

The total internal angular momentum \( J \) of the bound deuteron is known to exist in a triplet state \((J = 1)\). It is also known from experiment that the total coupled spin \( S \) of the two
nucleons exists in a triplet state \( (S = 1) \). The spin singlet state is empirically unbound. Angular momentum associated with the relative motion of the two nucleons exists primarily as \( L = 0 \) with a 4% admixture of \( L = 2 \). The total internal parity of the deuteron is positive.

For the purpose of what follows, a discussion on the origin of \( A_\gamma \), the presence of the \( L = 2 \) state is ignored. The bound deuteron is therefore approximated as the \( |^{2S+1}L_J \rangle = |^3S_1 \rangle \) state that is shown in bold on the righthand side of figure 1.7.

The unbound \( np \) wavefunction can be expanded in terms of spherical harmonics. To a good approximation, at meV energies (the relevant energies for this experiment), the unbound system is represented purely as an \( S \) wave. The two \( S \) states that are in bold on the lefthand side of figure 1.7 are therefore the dominant states of the initial \( np \) system.

The existence of parity-violating observables indicates admixtures of states that are of opposite parity. For this discussion, only the lowest order admixtures are considered. The existence of \( P \) states (negative parity) with \( J = 1 \) are therefore hypothesized for the bound deuteron. Similarly, \( P \) states that conserve \( J \) are expected to mix with the \( S \) states of the unbound system. The isospin of each state is determined by considering that the wave function of the two-fermion system must be antisymmetric with respect to particle interchange.

The formation of a bound deuteron from an unbound \( np \) system occurs as a result of an electromagnetic transition that can be expanded in terms of multipole moments oriented about the axis of polarization. The allowed components of the transition are shown in figure 1.7.

In determining which transitions should be shown in figure 1.7, the usual angular momentum and parity selection rules for electromagnetic transitions apply (see for example section 10.4 of [21]). Thus E1 transitions occur between states of opposite parity, M1 transitions occur between states of the same parity, and both carry an orbital angular momentum quantum number of \( L = 1 \). Only the lowest order transitions that will allow for parity violation are considered. Quadrupole transitions are therefore not considered.

The following isospin selection rules for a self-conjugate \( (N = Z) \) nucleus also prove to be useful: \( \Delta I = 0 \) E1 transitions and \( \Delta I = 0 \) M1 transitions can be ignored (see for
Figure 1.7: A simplified level diagram of the $np$ system, from chapter 10 of reference [35]. States are shown using the convention $^{2S+1}L_J(I)$ where $S$ is total spin, $L$ is orbital angular momentum, $J$ is total angular momentum and $I$ is isospin. The bound state of the deuteron before parity mixing is considered to be purely $^3S_1$. The $^3S_0$ state is empirically unbound. The continuum states that are most present for a low energy system are the $S$ waves. Higher order partial waves are ignored. Parity mixing allows for: admixtures of states with opposite parity but the same total angular momentum; and interference between transitions of opposite parity. It is the interference between $E_1$ and $M_1$ transitions that gives rise to the asymmetry $A_\alpha$.

As a result of this rule, and since only dipole transitions are being considered, transitions between states of the same isospin can be neglected.

The M1 transitions that can occur between the $|^3P_1\rangle$ and $|^1P_1\rangle$ states are also ignored. Owing to the fact that they are magnetic transitions, they are of smaller amplitude than electric transitions of the same order. Furthermore, since they arise from parity mixing, they are of less importance than the primary M1 transition. The transitions that are considered
as contributing to $A_\gamma$ are thus the ones shown in figure 1.7.

The only transition between the unmixed states (the bold states in figure 1.7) that survives the aforementioned cuts is $|S_0\rangle \overset{M1}{\to} |S_1\rangle$ which, since it is an M1 transition, is of positive parity. All of the other transitions are E1 and are therefore of negative parity. It is the presence of interference between transitions of opposite parity that supports this phenomenological explanation of the origin of $A_\gamma$.

Consider a general parity mixing $|S\rangle \leftrightarrow |P\rangle$ that occurs both in the initial and final states. Isospin mixing is not explicitly represented, since it does not affect the qualitative result of this discussion. For the same reason, it is also not explicitly stated that there are in reality two different initial states. The states $|\phi_i\rangle$ and $|\phi_f\rangle$ are therefore represented as in equations (1.36) and (1.37). The transition that connects the initial and final states is given by $T$ in equation (1.38). The parity reflection of $T$ is shown in equation (1.39).

\begin{align*}
|\phi_i\rangle &= |S_i\rangle + \epsilon_i |P_i\rangle \tag{1.36} \\
|\phi_f\rangle &= |S_f\rangle + \epsilon_f |P_f\rangle \tag{1.37} \\
T &= M1 + E1 \tag{1.38} \\
\pi^\dagger T\pi &= M1 - E1 \tag{1.39}
\end{align*}

The probability of the transition $T$ can be determined by equation (1.29). If a nonzero difference exists between the rate of $T$ and the rate of its parity reversal $\pi^\dagger T\pi$, then an instance of parity violation can be observed. To first order in $\epsilon_i$ and neglecting $\langle E1 \rangle$ terms relative to $\langle M1 \rangle$ terms (since the M1 transition is dominantly present and the E1 terms are only allowed by parity violation), this difference can be used to represent $A_\gamma$:

\begin{align*}
A_\gamma \cos (\theta_{sk}) &\propto \frac{||\langle \phi_i | T | \phi_f \rangle|^2 - ||\langle \phi_i | \pi^\dagger T\pi | \phi_f \rangle|^2}{||\langle \phi_i | T | \phi_f \rangle|^2 + ||\langle \phi_i | \pi^\dagger T\pi | \phi_f \rangle|^2}
\frac{\text{Re} \left\{ \langle S_i | M1 | S_f \rangle \left( \epsilon_i \langle S_f | E1 | P_i \rangle + \epsilon_f^* \langle P_f | E1 | S_i \rangle \right) \right\}}{||\langle S_i | M1 | S_f \rangle|^2} \tag{1.40}
\end{align*}

With knowledge of the wave functions and the potential, it is possible to predict the size of $A_\gamma$ (as relevant to equation (1.35)) from an expression that is similar to that given in
equation (1.40). A more rigorous explanation of the origin of $A_\gamma$, which includes a derivation of the angular dependence of the asymmetry, is available in chapter 2 of reference [37] or in reference [24].

Based on the DDH best value for $H_1^a$, the expected size of the asymmetry is $A_\gamma = -5 \times 10^{-8}$ [38, 24]. The NPDGamma collaboration proposes to make a measurement of $A_\gamma$ with a statistics-limited uncertainty of $\pm 10^{-8}$. As a result of the difficulty involved in such a measurement, and the requirement for high counting statistics, only one previous measurement has been made. This measurement, which was carried out in 1977, yielded the null result $A_\gamma = (6 \pm 21) \times 10^{-8}$ [39]. The goal of the NPDGamma experiment is to improve this uncertainty by a factor of twenty, to within a factor of five smaller than the best estimate of the asymmetry’s size.
Chapter 2

THE NPDGAMMA EXPERIMENTAL APPARATUS

2.1 Requirements for a measurement of $A_\gamma$

In order to achieve the goal of a statistics-limited measurement of $A_\gamma$ at the $10^{-8}$ level, particular attention must be paid to maximizing the gamma-ray signal and to eliminating false systematic effects. A brief list of the requirements for such an apparatus follows.

1. It is important to perform the measurement of $A_\gamma$ in a reasonable amount of time. Since the uncertainty of a statistics-limited measurement is proportional to $1/\sqrt{N}$ where $N$ is the number of detected events, it is therefore important to maximize the rate of gamma detection. This leads to the requirement that the experiment be run at a high flux neutron source. Since pulse counting is not possible at such a high detection rate, the detection instruments must be designed to operate in current mode.

2. Since $A_\gamma$ is measured relative to the direction of neutron spin, the neutron beam must be polarized. The beam polarization must be reliably measurable at all times, and the method of polarization must not introduce false signals elsewhere in the apparatus. With these considerations taken care of, the requirement for high beam polarization must be balanced with the requirement for minimizing beam losses during the polarization process.

3. The polarization of the beam must be maintained until the neutrons are absorbed in the target. It must also be possible to verify that the polarization is not being lost prior to the $np$ capture event.
4. There must be an abundant source of unpolarized protons that absorbs the majority of the neutron beam, that does not produce excessive scattering of the beam, and that does not depolarize the beam before it is absorbed.

5. There must be a gamma detection apparatus that efficiently absorbs incident gamma radiation, that occupies a large solid angle about the target so as to take advantage of the available signal, and that is preferably sensitive to the directional distribution of the asymmetry.

6. As a result of the requirement to separate the left-right signal from the up-down signal, it must be possible to align the beam momentum and polarization axes with the axes of the gamma detection apparatus.

7. Every aspect of the apparatus must be designed with the consideration for eliminating false asymmetries. False asymmetries are effects that give rise to a beam polarization-correlated up-down variation in the gamma detector signal and that are not proportional to $A_\gamma$. Since false asymmetries are not restricted by parity conservation, they are easier to produce than $A_\gamma$ and are present unless very carefully eliminated. In order that the measurement of $A_\gamma$ be statistics limited, false asymmetries must be maintained well below the target $10^{-8}$ level of precision.

Figure 2.1 shows a schematic of the NPDGamma experimental apparatus which was designed to satisfy these criteria. The apparatus has undergone construction and commissioning (i.e. preparation for data-taking) at the Los Alamos Neutron Science Center (LANSCE). In fall of 2000, an engineering run was carried out during which most major components of the apparatus were tested. This run is discussed in reference [40] which also serves as a good explanation of the workings of many aspects of the experiment. The data that are discussed in this thesis were obtained during a commissioning run that was carried out in February and March of 2004. At the time of writing of this thesis, all components of the NPDGamma apparatus and beamline had been commissioned, except for the liquid hydrogen target which was still undergoing construction and safety approval. The elements of the NPDGamma experimental layout will now be discussed in turn.
Figure 2.1: A schematic of the NPDGamma apparatus. The beam monitor upstream of the polarizer is mounted directly onto the beam guide. The three beam monitors typically go by the names M1, M2 and M3 that are determined by their position in the apparatus. The distance from M1 to M3 is approximately two meters. During the commissioning run in 2004, the liquid hydrogen target was not present (but was sometimes replaced by other capture targets), and M3 was not always present. Not shown in this diagram is the detector stand and associated motion control electronics which allow for the array of gamma detectors to be positioned relative to the liquid hydrogen target.
2.2 Flight Path 12 at the Lujan Center

The neutrons for the NPDGamma reaction (equation (1.32)) are provided by a pulsed cold neutron beam from the LANSCE spallation neutron source that is located at the Manuel Lujan Jr. Neutron Scattering Center. An 800 MeV proton beam is produced by the LANSCE linac. This proton beam is compressed into 250 ns wide 20 Hz pulses by the Proton Storage Ring. The pulsed proton beam is directed to a tungsten spallation target at the Lujan Center. High energy neutrons from the spallation reaction are slowed to meV energies as they are scattered from a liquid hydrogen moderator.

A new flight path at the Lujan Center (Flight Path 12 or FP12) was designed and built by the NPDGamma collaboration and will be dedicated to fundamental nuclear physics research. This development involved the installation of a new neutron guide, the installation of a frame overlap chopper, the construction of an experimental cave, and installation of the experimental apparatus in the cave. FP12 has the highest intensity pulsed cold neutron beam in the world. At 100 µA proton current, neutrons enter the apparatus at a peak rate of $3 \times 10^{10}$ n/s at an energy of 9 meV (3 Å) (from a Monte Carlo calculation [41] based on the measurement discussed in [42]).

A large part of the construction of the flight path involved the installation of a neutron guide. Perpendicular to its axis, the inner surface of the neutron guide is 9.5 cm × 9.5 cm square. The inner walls of the guide are coated with layers of $^{58}$Ni and $^{47}$Ti, allowing for more reflection than that afforded by nickel-only guides. The end flange of the neutron guide is at 21.00 m from the moderator.

Approximately halfway between the moderator and the end of the neutron guide there is a frame overlap chopper. The chopper has two blades coated in Gd$_2$O$_3$. The gadolinium coating ensures that the blades are opaque to low energy neutrons. The blades are rotated so that a blade passes through the beam once per pulse. The phase of the blades is chosen with the purpose of eliminating slow neutrons that would overlap with higher energy neutrons from the following pulse. The purpose of the chopper is thus to allow for a one-to-one correspondence between time of flight and neutron energy. For an illustration of the time of flight spectrum from the FP12 neutron guide, see figure 3.17.
A measurement of the brightness and energy spectrum of the moderator as seen by Flight Path 12 is discussed in reference [42]. This measurement was made during the beamline construction, when the first 8 meters of the neutron guide were in place. A measurement was also made in February 2004, after the construction of the experimental cave and installation of the apparatus had been completed (See section 3.2.1 of [37]). The two measurements were found to be consistent.

2.3 The magnetic holding field

An important observation from figure 2.1 is that the entire apparatus is immersed in a uniform vertical static magnetic field of approximately 10 G. This field is provided by four horizontal Helmholtz coils, of equal vertical spacing, which surround the apparatus in a racetrack shape. For this reason, they are sometimes referred to as racetrack coils. This field is important in holding the polarization of the neutron beam, and is also essential in the operation of the spin flipper and of the polarizer. The spin flipper and polarizer were designed to not require their own static magnetic fields for the purpose of avoiding static field gradients. Such gradients, if larger than a few mG/cm, would result in a false measurement of $A_\gamma$ due to spin-dependent Stern-Gerlach steering of the beam. The gradients have been measured to be less than or close to 1 mG/cm along the length of the beam [43].

2.4 The beam monitors and beam flux

The first component of the apparatus that the beam sees after entering the experimental cave is a beam monitor. The beam monitors are parallel plate ionization chambers that contain a mixture of $^3$He, $^4$He and $N_2$ gases. They efficiently convert low energy neutrons into energetic charged particles by making use of the 764 keV of kinetic energy that is released during the reaction $n + ^3He \rightarrow ^1H + ^3H$. They have been demonstrated to work reliably as low-noise current mode detectors. They are also straightforward to use and maintain and do not create any noise or background for the other components of the apparatus.

During data-taking, the beam monitors are positioned directly in the beam. A photograph of one of the beam monitors that was taken during installation of the apparatus into
the experimental cave is shown in figure 2.2.

Figure 2.2: A photograph of a beam monitor mounted on the end flange of the neutron guide, before most of the apparatus had been installed in the experimental cave. The aluminum box with a circular cover contains the preamplifier. The standing frame that is downstream of the monitor is used to support the beam polarizer. The black slab that sits on this frame is polyethylene with boron added, to prevent scattered neutrons from continuing farther downstream. Seen running immediately above and below the neutron guide are two of the magnetic holding field coils. The monitor shown in this photograph is M1 (see figure 2.1).

The monitors are useful since, for a given neutron energy, they provide a signal that is proportional to the instantaneous rate of neutrons incident. In this thesis, this quantity is referred to as flux. Unfortunately the term flux has multiple uses and can sometimes give rise to confusion. In this thesis, the quantity that is of relevance is the instantaneous rate of neutrons passing a point in the beam, measured for example in neutrons per second. If the term flux is used, it is therefore this quantity that is being referred to.

Figure 2.3 shows the signal from the preamplifier of M1 as a function of time for three
beam pulses. The time of flight dependence of the signal is visible. The shape of the waveform is determined by the time of flight dependence of the incident neutron rate; and by the intrinsic gain of the monitor, which also depends on time of flight.

![Beam Monitor Signal](image)

**Figure 2.3:** The beam monitor signal as a function of time for the first three beam pulses of data run 4364. In this plot, a new pulse begins at 0, 50 and 100 ms. Time of flight is the time measured from the beginning of a beam pulse. The frame overlap chopper can be seen to be cutting through the beam at around 30 ms time of flight. The use of the frame overlap chopper allows for a one-to-one correspondence to exist between time of flight and neutron energy. The dips in the signal near the peak occur as a result of enhanced attenuation of the beam from Bragg scattering that occurs due to the presence of aluminum in the flight path.

The frame overlap chopper allows for a correspondence between time of flight and neutron energy. This correspondence is very important to most of the analysis that uses the beam monitors. The beam monitors are the main area of focus of this thesis and are discussed in more detail in later chapters.
2.5 The polarized $^3$He neutron spin filter

Shortly after entering the NPDGamma experimental cave, the neutron beam is polarized by transmission through a glass cell containing nuclear-spin-polarized $^3$He. The very large spin-dependent cross section for absorption of neutrons by $^3$He allows these cells to preferentially transmit neutrons of one spin state.

The $^3$He cells also contain small amounts of rubidium and nitrogen. The cells are maintained at a temperature (typically $\approx 160 \, ^\circ \text{C}$) for the rubidium to take vapour form. The rubidium vapour is polarized by spin-exchange optical pumping using circularly-polarized laser light. Polarization is transferred from the Rb atomic states to the $^3$He nuclei via a hyperfine interaction. The $^3$He is polarized vertically so that the neutrons are also polarized vertically, parallel to the beam axis.

$^3$He cells are ideal in minimizing background since the $n + ^3$He reaction does not create any products that would contribute to background signals elsewhere in the apparatus. Furthermore, $^3$He polarizers need not contain any magnetic materials, and the holding field that is used to maintain $^3$He polarization is the same as the field that is present throughout the apparatus. It is thus possible to maintain the uniformity of the static holding field at a level that does not introduce a false asymmetry.

From the point of view of analysis, $^3$He cells are convenient since the polarization of the $^3$He and of the neutron beam can both be determined using transmission measurements of the cell (see chapter 4). Such transmission measurements are made using the beam monitors. The use of $^3$He cells also allows for polarimetry measurements to be made continually, in simultaneity with the gamma asymmetry measurements. $^3$He spin filters and beam monitor polarimetry are discussed in more detail in chapter 4, and transmission measurements are discussed in section 3.1.8. A photograph of the part of the apparatus that is relevant to beam polarization and polarimetry is shown in figure 2.4. A photograph of the polarizer cell is shown in figure 2.5.
Figure 2.4: A photograph of the apparatus upstream of the target. At the left is the beam guide. Mounted on the end flange of the beam guide is M1 which can only barely be seen. The box downstream of M1 is the polarizer oven which contains the $^3$He cell. The two round coils upstream and downstream of the oven are not typically used, but allow for an occasional reversal of $^3$He polarization using magnetic resonance. Circularly polarized laser light is carried by optical fibers through the black pipe that is shown above the oven, and through a similar pipe that is located below the oven. M2 can be seen mounted on the frame immediately downstream of the polarizer oven. Downstream of M2 is the spin flipper which is cylindrical and concentric with the beam (The spin flipper is discussed on p. 43). On top of the spin flipper, in an aluminum case, is the spin flipper dummy load. The section of the apparatus that is shown in this photograph occupies a bit less than a meter along the length of the beam. This photograph can be compared to the one in figure 2.2.

### 2.6 The para-hydrogen target

The protons for the $\overline{n} + p \rightarrow d + \gamma$ reaction will be provided by a liquid para-hydrogen target. The liquid hydrogen will be contained in a 30 cm diameter × 30 cm long cylinder that will be located coaxially with the neutron beam.
Molecular hydrogen may exist in two nuclear spin states. Ortho-hydrogen (aligned nuclear spins) exists at 15 meV higher energy than para-hydrogen (antialigned nuclear spins). Neutrons of less than 15 meV energy remain polarized in para-hydrogen, but neutrons with greater energy than this tend to depolarize by scattering. Neutrons of any energy tend to depolarize from scattering in ortho-hydrogen. As such it is necessary to have a target that is composed primarily of para-hydrogen, and to conduct asymmetry measurements with neutrons of less than 15 meV energy.

For the purposes of NPDGamma, liquid hydrogen in equilibrium has a tolerable presence of ortho-hydrogen. However, it is necessary to verify that the ortho-hydrogen content is being kept low. Since ortho- and para-hydrogen have significantly different neutron cross-sections, this objective can be achieved by monitoring the transmission of neutrons through the target. The purpose of M3 (see figure 2.1) will be to monitor this transmission.
2.7 The gamma detector array

The gamma asymmetries are measured using an array of four rings of CsI(Tl) scintillators, with 12 scintillators per ring [44]. The detector rings are concentric with the beam and with the liquid hydrogen target. All four rings together encompass a solid angle of nearly $3\pi$ about the liquid hydrogen vessel.

Figure 2.6: A schematic of an $A_\gamma$ measurement. Each detector ring is composed of detectors measuring 15 cm $\times$ 15 cm $\times$ 15 cm and the LH$_2$ vessel is 30 cm long. Due to the cylindrical symmetry of the observable and of the apparatus, $\theta$ is an azimuthal angle. Due to the finite extent of the target and detectors, the weighted contribution of $\theta$ to each detector must be considered. Note that since $\theta$ remains fixed despite a change in the beam polarization, $\theta$ is different from $\phi_{sk}$ that is defined in equation (1.33). Also, a polar angle must be used to take into account a small effect arising from the fact that not all gammas travel perpendicular to the beam direction.

Each detector consists of a 15 cm wide scintillator cube. Due to the practical difficulties of manufacturing complete cubes of that size, each detector in fact contains two separate 15 cm $\times$ 15 cm $\times$ 7.5 cm crystals. Each pair of crystals is separately housed in a hermetically
Each scintillator cube is optically coupled to a vacuum photodiode and amplified using a low noise solid state preamplifier [45]. Each photodiode is powered by its own pair of 45 V batteries. This amplification method was chosen since it is negligibly affected by spin-correlated magnetic field interference from the spin flipper (as opposed to photomultiplier tubes which are strongly affected by variations in magnetic fields).

Beam pulses are 50 ms long. The signals from the preamplifiers are digitized by 16 bit ADCs, summed over each of $100 \times 0.4$ ms long time bins (there is a 10 ms break during data taking at the end of each pulse), and stored in a binary data file. Before digitization, one average signal and 12 difference signals are produced per ring. The average signal is the average voltage out of the 12 detectors in the ring and the difference signal is the difference between each detector’s signal and the average. This method is used since: 1) the dynamic range of the ADCs is limited; and 2) the asymmetric component of the gamma distribution is much smaller than the isotropic component. Separate digitization of the difference and sum signals therefore prevents the parity-violating signal from being lost in the bit noise of the ADCs. To benefit from using this method, it is necessary to ensure that all of the detector gains of one ring are of similar size.

2.8 Measurement of the gamma asymmetry

A schematic of the method for performing a gamma asymmetry measurement is shown in figure 2.6. Consider first the signal in one detector of interest. The angle of a given detector does not change during a spin reversal. This new angle is referred to as $\theta$ and should be distinguished from the angles $\theta_{sk}$ and $\phi_{sk}$ that were introduced in section 1.8. $\theta$ is an azimuthal angle that is measured from a fixed direction parallel or antiparallel to the beam polarization, as shown in figure 2.6. $\theta$ is measured in the same direction about the beam momentum as $\phi_{sk}$.

When considering the method of an asymmetry measurement, the lone neutron of equation (1.35) is replaced by a beam. Assume a detector of sufficiently small volume that its spatial extent can be ignored. Furthermore, assume that the solid angle subtended by the
detector about the target is well defined. Only gamma rays that travel perpendicular to the momentum of the beam will be considered.

Let \( n_+ \) denote the number of neutrons with spins that are initially oriented in the direction \( \theta = 0 \). Let \( n_- \) denote the number of neutrons with spins that are initially oriented in the direction \( \theta = \pi \). After some time, the orientation of all neutron spins is reversed, along with the role of the \( n_+ \) and \( n_- \) labels. Since a perfect polarization reversal is assumed, both \( n_+ \) and \( n_- \) remain constant despite the reversal. A label \( P \) is used to record the orientation of the neutrons such that \( P = \uparrow \) before the reversal (when \( n_+ \) neutrons are in the \( \theta = 0 \) direction) and \( P = \downarrow \) after the reversal (when \( n_+ \) neutrons are in the \( \theta = \pi \) direction).

The gamma current in a detector is a linear sum of two currents originating separately from the \( n_+ \) and \( n_- \) populations. This sum is determined by: the number of captured neutrons that occupy the two populations; by \( P \); and by the location of the detector. Since for this discussion \( \vec{k}_n \perp \vec{k}_s \), replacing \( \phi_{sk} \) by \( \phi_{sk}^\prime \) has no effect on \( \frac{d\omega}{d\Omega}(\theta_{sk}, \phi_{sk}) \), as can be verified by referring to equations (1.33), (1.34) and (1.35). Therefore, \( \frac{d\omega}{d\Omega} \) need only be a function of \( \phi_{sk} \).

If \( P = \uparrow \), the voltage signal out of a detector located at \( \theta \) is therefore given by equation (2.1), as follows from the definition of \( \frac{d\omega}{d\Omega} \). \( g(\theta) \) is a constant of proportionality between incident gamma rate and output voltage, and is unique to the detector that is located at \( \theta \). \( \delta\Omega \) is the solid angle that the detector subtends about the target. From figure 2.6, it can be seen that the signal entering a detector will change with spin reversal as determined by the transformation \( (\phi_{sk} = \theta) \rightarrow (\phi_{sk} = \theta + \pi) \). If \( P = \downarrow \), the voltage signal out of the detector located at \( \theta \) is therefore given by equation (2.2).

\[
N(n_+, n_-, \uparrow, \theta) = g(\theta) \left[ n_+ \frac{d\omega}{d\Omega}(\theta) + n_- \frac{d\omega}{d\Omega}(\theta + \pi) \right] \delta\Omega \quad (2.1)
\]
\[
N(n_+, n_-, \downarrow, \theta) = g(\theta) \left[ n_+ \frac{d\omega}{d\Omega}(\theta + \pi) + n_- \frac{d\omega}{d\Omega}(\theta) \right] \delta\Omega \quad (2.2)
\]

An asymmetry measurement is performed using one detector located at \( \theta \) and another located at \( \theta + \pi \), and by performing the measurement that is stated on the lefthand side of equation (2.3). \( P_n \) is the beam polarization before a spin reversal and is defined in equation (2.4). By knowing the angle associated with each detector, a measurement of \( A_\gamma \) can be
\[
\frac{[N(\uparrow, \theta) - N(\uparrow, \theta + \pi)] + [N(\downarrow, \theta + \pi) - N(\downarrow, \theta)]}{[N(\uparrow, \theta) + N(\uparrow, \theta + \pi)] + [N(\downarrow, \theta + \pi) + N(\downarrow, \theta)]} = P_n \left(A_{\gamma} \cos \theta + A_{PC} \sin \theta \right)
\] 

\[P_n = \frac{n_+ - n_-}{n_+ + n_-}\]  

In principle, it would be possible to measure \(A_\gamma\) using a single pair of detectors located at \(\sin \theta = 0\) without a spin reversal. However, since \(g\{\theta\}\) and \(g\{\theta + \pi\}\) cannot be matched at the level of precision required, pulse by pulse polarization reversals are performed to allow for comparison of gamma rate in the same detector. Both detectors are still used, however, in order to take advantage of the full solid angle available. As a polarization reversal is not 100\% efficient (see section 2.11), it is the average value of \(P_n\) that is relevant to equation (2.3).

It is also possible that the detector gains or the beam flux may change between polarization reversals. In order to account for such drifts that would cause an otherwise constant signal to vary linearly or quadratically in time, each individual asymmetry measurement uses a total of eight pulses, with \(P\) varying per pulse according to the sequence \(\uparrow \uparrow \downarrow \downarrow \uparrow \uparrow \downarrow \downarrow\). Each pair of square brackets in equation (2.3) then corresponds to a sum over four pulses, rather than to one pulse. Variations with other time dependences will average to zero provided that they are not correlated with the beam polarization. Gamma asymmetry analysis is explained in more detail in reference [37].

2.9 The spin filter figure of merit

The figure of merit of a spin filter is a measure of its effect on the statistical uncertainty of the gamma asymmetry measurement. This consideration arises from the fact that in order to polarize the beam to make the asymmetry detectable, a spin filter must absorb part of the beam, thus diminishing the statistical power of the measurement. An explanation of the determination of this figure of merit follows.

The measurement of a gamma asymmetry \(A\) is carried out by first performing several individual measurements of a raw asymmetry \(A_{\text{raw}}\). These individual measurements are
used to fill a histogram that is fit to a statistical distribution. For an infinitely precise measurement (an infinitely narrow distribution or an infinite number of histogrammed events), the mean of that distribution corresponds to the true value of the raw asymmetry.

Ignoring other effects that add independently (i.e. in quadrature) to the effect from statistics, the uncertainty in the measurement of the raw asymmetry is determined by the width of the parent distribution and by the number of events \( N \) that are used to fill the histogram. This is expressed more precisely in equation (2.5) where \( \sigma \) is used to denote the uncertainty in the mean of the distribution and \( \sigma \) is used to denote the standard deviation.

\[
\delta_{A_{\text{raw}}} = \frac{\sigma_{A_{\text{raw}}}}{\sqrt{N}} \tag{2.5}
\]

As stated in equation 2.6, \( A \) is related to \( A_{\text{raw}} \) by a proportionality constant \( C \) with \(|C| < 1\):

\[
A = CA_{\text{raw}}. \tag{2.6}
\]

\( C \) is dependent on energy, but constant time of flight is considered here, so this energy dependence is ignored.

Since only the statistical uncertainty is currently being addressed, the relationship of equation (2.6) leads directly to:

\[
\frac{\delta_A}{A} = \frac{\delta_{A_{\text{raw}}}}{A_{\text{raw}}}. \tag{2.7}
\]

Incorporation of equation (2.5) leads to the determination that \( \delta_A \) is inversely proportional to the product \( C\sqrt{N} \):

\[
\delta_A = \frac{1}{C} \left( \frac{\sigma_{A_{\text{raw}}}}{\sqrt{N}} \right). \tag{2.8}
\]

For a fixed running time, the number of events \( N \) recorded in the detectors is proportional to the flux of the beam entering the target. For constant beam flux, \( N \) is therefore proportional to the transmission of the beam to the target. Referring to equation (2.3), it can be seen that \( C \) is just the beam polarization where \( A = A_{\lambda}\cos\theta + A_{PC}\sin\theta \).

It follows that, at a given time of flight, a minimum statistical uncertainty will be achieved by a maximum value of \( P_n\sqrt{T_n} \), where \( T_n \) is the transmission of the neutrons through the polarizer. Since NPDGamma deals with a range of neutron energies, and since
$P_n\sqrt{T_n}$ is a function of neutron energy, this quantity must be integrated over the appropriate time of flight range.

For a given achievable $^3$He polarization, maximizing $P_n\sqrt{T_n}$ corresponds to determining an appropriate $^3$He content (according to the theory that is developed in section 4.1). For the beam polarizations that are relevant to the NPDGamma experiment, a $^3$He thickness of approximately 4 atm-cm is appropriate (see p. 21 of [46]).

2.10 The spin flipper

The spin reversals that were discussed in section 2.8 are achieved using a magnetic resonance spin flipper. The spin flipper is a 30 cm long $\times$ 30 cm diameter solenoid that is mounted upstream onto the frame of the detector array and placed coaxially with the beam. Current is directed through the solenoid in order to reverse the polarization of the beam. When the polarization is to remain unchanged, the same current is directed to a dummy coil that mimics the coil of the solenoid, to prevent spin-correlated interference in the associated electronics. The solenoid is surrounded by a 40 cm diameter $\times$ 40 cm long aluminum shielding. The purpose of the shielding and dummy coil is to prevent spin-correlated interference in the detectors and associated electronics.

The spin flipper functions by magnetic spin resonance. Spin resonance is possible as a result of the fact that a linear relationship exists between the neutron spin $\vec{s}_n$ and the neutron magnetic moment $\vec{\mu}$. The proportionality constant is referred to as $\gamma$ and is expressed in terms of known constants in equation (2.9). The constants are $g = -3.82$ and $\mu_N = 3.15 \times 10^{-8}$ eV/T.

$$\vec{\mu} = \gamma \vec{s} = g \frac{\mu_N}{\hbar} \vec{s}$$

(2.9)

For the purposes of this derivation (which is adapted from [3]), the vertical holding field, given by:

$$\vec{B}_0 = B_0 \hat{z}$$

(2.10)

is taken to be in the $z$ direction.

A torque $\vec{\tau} = \vec{\mu} \times \vec{B}_0$ causes the neutron spin to precess about $\vec{B}_0$ with the Larmor
frequency \( \omega_0 \), which is given by:

\[
\omega_0 = -\gamma B_0. \tag{2.11}
\]

The precession occurs in a direction that is determined by \( \vec{\tau} = d\vec{s}/dt \) where \( \vec{s} \) in this case is the spin expectation value (or it is the spin operator in the Heisenberg representation). If \( B_0 > 0 \), the neutron will precess in a counterclockwise direction (as seen looking from the \( +z \) direction).

An oscillating magnetic field \( \vec{B}_1 = B_1 \cos \omega t \hat{\mathbf{x}} \) is provided in the \( x \) direction by the solenoid. This field can be represented as the following superposition of two counterrotating fields:

\[
\vec{B}_1 = \frac{B_1}{2} (\cos \omega t \hat{\mathbf{x}} + \sin \omega t \hat{\mathbf{y}}) + \frac{B_1}{2} (\cos \omega t \hat{\mathbf{x}} - \sin \omega t \hat{\mathbf{y}}). \tag{2.12}
\]

Near resonance (\( \omega \approx \omega_0 \)), and if \( B_0 \gg B_1 \), the effect of the clockwise field is negligible but the effect of the counterclockwise field remains. This can be visualized by considering that the spin precesses in phase with the counterclockwise field and sees the rapidly alternating clockwise field average to zero. For practical purposes, the net magnetic field can therefore be represented as:

\[
\vec{B} = \vec{B}_0 + \vec{B}_1 \approx B_0 \hat{\mathbf{z}} + \frac{B_1}{2} (\cos \omega t \hat{\mathbf{x}} + \sin \omega t \hat{\mathbf{y}}). \tag{2.13}
\]

The Hamiltonian of this system is thus given by

\[
H = -\vec{\mu} \cdot \vec{B} = -\mu (B_0 \sigma_z + \frac{B_1}{2} \{\cos \omega t \sigma_x + \sin \omega t \sigma_y\}) \tag{2.14}
\]

where \( \sigma_{x,y,z} \) are the \( x,y \) and \( z \) coordinates of the vector operator \( \vec{\sigma} = (2/\hbar)\vec{s} \). Due to the fact that this Hamiltonian is not static, it is possible for transitions to occur between states.

The neutron’s time-dependent spin wavefunction can be represented (using the Schrödinger picture) as an arbitrary linear combination of its two time-independent eigenstates of \( s_z \). This is expressed in equation (2.15) where \( e^{\mp i\omega t} \alpha_\pm \) are conveniently represented time-dependent probability amplitudes.

\[
|\psi(t)\rangle = e^{-i\omega t} \alpha_+ (t) |+\rangle + e^{+i\omega t} \alpha_- (t) |-\rangle \tag{2.15}
\]

Schrödinger’s equation:

\[
i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle = H |\psi(t)\rangle, \tag{2.16}
\]
which governs the time evolution of a quantum system, produces a pair of coupled linear differential equations:

\[ \frac{d}{dt} \alpha_\pm = \mp \frac{\omega - \omega_0}{2} \alpha_\pm + \frac{\omega_1}{2} \alpha_\mp, \]  

(2.17)

where

\[ \omega_1 = -\gamma \frac{B_1}{2}. \]  

(2.18)

This result can be verified by expressing the \( \sigma_{x,y} \) in terms of raising and lowering operators (which are explained in popular quantum mechanics textbooks).

Now performing the time derivative of equation (2.17) and reusing equation (2.17) to eliminate occurrences of \( \frac{d}{dt} \alpha_\pm \), the result is:

\[ \frac{d^2}{dt^2} \alpha_\pm + \left( \frac{\Omega}{2} \right)^2 \alpha_\pm = 0, \]  

(2.19)

where the frequency \( \Omega \) is defined by:

\[ \Omega^2 \equiv (\omega - \omega_0)^2 + \omega_1^2. \]  

(2.20)

The general solution to equation (2.19) is:

\[ \alpha_\pm = A_\pm \sin \left( \frac{\Omega}{2} t \right) + B_\pm \cos \left( \frac{\Omega}{2} t \right), \]  

(2.21)

where \( A_\pm \) and \( B_\pm \) are arbitrary and independent of time. If the condition \( |\psi(0)\rangle = |+\rangle \) is imposed, equations (2.17) and (2.21) can be used to derive Rabi’s formula:

\[ \left| \langle - | \psi(t) \rangle \right|^2 = \left[ \frac{\omega_1}{\Omega} \sin \left( \frac{\Omega}{2} t \right) \right]^2. \]  

(2.22)

It follows that to produce a full polarization reversal, such that \( \left| \langle - | \psi(t) \rangle \right|^2 = 1 \), it is necessary to tune the applied frequency \( f \) of the oscillating field to be equal to the frequency of precession about the holding field. After a time \( t \) has passed, a full reversal will occur if \( B_1 = -2\pi/\gamma t \) is satisfied. If the solenoid has length \( l \), the distance from the source to the solenoid is \( L \), and the time of flight of the neutron is \( T \), it follows that the time spent in the solenoid by the neutron is \( t = (l/L)T \). The amplitude of the oscillating field must therefore be ramped inversely with time of flight. These conditions for a full polarization reversal are
summarized as:

\[ f = \frac{\gamma}{2\pi} B_0 \]  
\[ B_1 = \left( \frac{2\pi L}{|\gamma| l} \right) \frac{1}{T} \]  

(2.23)  
(2.24)

For NPDGamma, \( B_0 \) is approximately 10 G, \( L \) is approximately 22 m, \( l \) is 30 cm, and \( B_1 \) is ramped for times between 4 and 40 ms.

### 2.11 The analyzer cell

The spin flipper does not reverse beam polarization with 100 % efficiency. The reasons for this include: 1) the oscillating field is not at all locations perpendicular to the holding field; 2) The magnitude of the oscillating field varies with the distance from the axis of the solenoid; 3) the magnitude of the oscillating field varies with time, even for a given neutron; 4) the holding field is not perfectly uniform; and 5) the parameters on the righthand side of equations (2.23) and (2.24) are known to finite precision.

It is in fact the integral of the oscillating amplitude over the neutron’s trajectory that must be ramped with time, and so it is in principle possible to correct partly for the nonuniformity of the field magnitude. However, the imperfections cannot be corrected for completely. The polarization is therefore reversed, as in equation (2.25), by a multiplicative factor \(-R\) that is slightly greater than \(-1\). \( R \) has been measured previously by the NPDGamma collaboration to be \(0.98 \pm 0.02\) [40].

\[ P_n \rightarrow -RP_n \quad (R \lesssim 1) \]  
\[ \]  

(2.25)

The efficiency of the spin flipper is measured with the use of a second polarized \(^3\)He cell that is referred to as the analyzer cell. In this case no capture target is used, and the analyzer cell is placed between the spin flipper and M3 (see figure 2.1). The transmission of the analyzer cell is measured while the spin flipper is turned on and off (as for regular gamma asymmetry data taking). Applying the theory that is developed in section 4.1, the efficiency \( R \) can be determined. In order to do so, precise knowledge of the \(^3\)He content of the analyzer and polarizer cells is required. The transmission of intervening materials such
as the cell walls must be known, and materials with time of flight-dependent cross sections that mimic the presence of $^3$He should be avoided.
Chapter 3

THE BEAM MONITORS AS FLUX MONITORS

3.1 Background on the NPDGamma beam monitors

3.1.1 The role of the beam monitors

The beam monitors play a key role in the NPDGamma experiment by monitoring beam flux throughout the apparatus. The importance of beam flux (as defined on p. 33) — to the measurement of beam polarization; to the measurement of spin flip efficiency; and to the monitoring of the ortho- to para-hydrogen ratio in the liquid hydrogen target — was discussed in chapter 2. A brief introduction to the construction and use of the beam monitors was also given in section 2.4.

A new generation of fundamental physics experiments is being made possible by the development of high flux pulsed neutron sources such as the Spallation Neutron Source that is currently under construction at Oak Ridge in Tennessee (see, for example, [47, 48]). Many such experiments will likely be similar to NPDGamma in that they will be high precision measurements of parity-violating observables. As such they will have a similar requirement for high counting statistics and will therefore be run in current mode. It is also likely that reliable monitoring of beam flux throughout the apparatus will play an essential role in these experiments. A detailed study of the NPDGamma beam monitors is therefore beneficial not only to NPDGamma but also to future neutron physics experiments that may incorporate a similar class of beam monitors.

3.1.2 The $n + ^3$He reaction

The beam monitors make use of the interaction between neutrons and $^3$He, which is well understood. A review of studies done on the $n + ^3$He interaction can be found in the series
of articles Energy levels of light nuclei $A = 4$, of which the most recent edition is given in reference [49]. An important aspect of this reaction is that, for eV energies and lower, the $(n, p)$ cross section strongly dominates. For the purposes of this thesis, this interaction can be considered as passing exclusively through this channel which is given by:

$$n + ^3\text{He} \rightarrow ^1\text{H} + ^3\text{H} + 764 \text{ keV (KE)}.$$  \hspace{1cm} (3.1)

This reaction has a very large cross section as a result of a 500 keV wide $0^+$ resonance that exists in the $^4\text{He}$ system at 20.2 MeV above the $0^+$ ground state (source: evaluated nuclear structure data from [50]). Note that a separated neutron and $^3\text{He}$ nucleus at rest exist at 20.6 MeV above the $^4\text{He}$ ground state (source: atomic mass data from [21]). Since no intermediate nuclear levels exist, and since $0^+ \rightarrow 0^+$ transitions involving the emission of a single gamma-ray are disallowed, gamma transitions can be ignored. Given the end products, the 764 keV is not sufficient for it to be released in any form other than kinetic energy.

Measurements of the total $n + ^3\text{He}$ cross section have given results that show a very clean $1/v$ dependence ($v$ here is neutron speed), as is characteristic of an absorption cross section. The most recent measurement of the total $n + ^3\text{He}$ cross section was done at energies between 0.1 eV and 400 eV and is given in reference [51]. The result is stated here in barns ($1 \text{ b} = 10^{-28} \text{ m}^2$) as a function of energy:

$$\langle \sigma/b \rangle = \frac{849.77 \pm 0.14 \pm 1.02}{\sqrt{E/\text{eV}}} - (1.253 \pm 0.00^{+0.006}_{-0.049}).$$ \hspace{1cm} (3.2)

The first uncertainty is statistical, the second systematic.

Another measurement, which was done at energies between 0.3 meV and 11 eV, yielded the result $\sigma_{\text{total}} = 5327^{+10}_{-9} \text{ b}$ at 2200 m/s. Despite having been done over different energy ranges, these two measurements agree. The continuity of the $1/v$ dependence over a range of neutron energies is verified by analysis in this thesis (see section 4.3.3).

At a pulsed cold neutron source, equation (3.2) can be rewritten in terms of time of flight $t$ and distance from the source $L$ as:

$$\langle \sigma/b \rangle = (11750 \pm 20) \left[ \frac{t/\text{ms}}{L/\text{m}} \right].$$ \hspace{1cm} (3.3)
In analysis discussed in this thesis, the uncertainty in equation (3.3) can be ignored.

Measurements of the \( n + ^3\text{He} \) elastic cross-section have given results of about \( 3.3 \, \text{b} \) (independent of energy) [52, 53]. The cross section of the \( (n, \gamma) \) channel has been measured to be only \( 54 \pm 6 \, \mu\text{b} \) [54].

### 3.1.3 The construction of the beam monitors

NPDGamma has a total of at least five beam monitors. They were manufactured by LND Inc [55]. Four of these five monitors were designed specifically for the NPDGamma Experiment. One of the four is a prototype that was tested in the fall of 2001 [56] and that has since been kept on hand as a spare. The successful testing of this prototype led to an order for three more monitors of the same construction. These three are the monitors that are routinely used in the experiment and that are referred to as M1, M2 and M3 (see figure 2.1). They are visibly distinguishable from the prototype since they do not have the refilling valve that the prototype has. Although these three are outwardly identical to each other, they contain different gas mixtures and can be distinguished by the serial numbers that are printed on their cases. Figure 3.1 shows a photograph of one of these three most commonly used NPDGamma beam monitors.

The fifth monitor is one that was used in previous experiments and is smaller in size than the other four. This monitor is referred to here as the TRIPLE monitor since it was used in the TRIPLE experiment. Apart from the fact that it is smaller in size and contains only \( ^3\text{He} \) gas, it is of similar construction to the other four. The exact amount of aluminum that it contains is not known. Some details on the TRIPLE monitor can be found in reference [57].

The drawings that were used by LND Inc. in the construction of the prototype NPDGamma monitor are shown in figure 3.2. A cross-sectional view of a chamber from the side (top drawing in figure 3.2) shows that a neutron passing through the monitor will see five layers of aluminum (two outer windows and three electrodes) and four layers of gas. The outer windows are each 1 mm thick and the electrodes are each 0.5 mm thick. The gas layers are each 9.9 mm thick.
Figure 3.1: A photograph of one of the NPDGamma beam monitors. This photograph could be of any of the three monitors with serial numbers 084153, 084154 or 084155 and that are used as M3, M1 and M2 respectively. The beam monitors are constructed from aluminum and contain a mixture of $^3$He, $^4$He and $N_2$ gases. The neutron beam passes through the center of the monitor and would travel perpendicular to the plane of this photograph. There is one high voltage input which is applied to two outer electrodes. A BNC connection is used to measure the current passing to ground from the center electrode. The holes in the frame are used for mounting the monitor. A description of the beam monitors’ construction is shown in figure 3.2. An illustration of the conversion of neutrons to an electrical signal is shown in figure 3.3.

A face-on view (bottom drawing in figure 3.2) shows that the active area of the monitors is a 12 cm wide square. The beam at Flight Path 12 measures $9 \text{ cm} \times 9 \text{ cm}$. Ions from neutron capture in the monitors that contain $N_2$ are not expected to travel farther than 1.6 cm (see section 3.2.3). The majority of the deposited energy therefore contributes to the detector signal (see p. 78).

A thicker frame out beyond the 12 cm face provides protection for the chamber. Including this frame, the chambers are $2''$ wide along the direction of the beam.
Figure 3.2: A drawing of the NPDGamma beam monitors, provided by the manufacturer LND Inc. This drawing applies to M1 and M2 (both of model number LND27528) as well as M3 and the prototype (both of model number LND27527). The different model numbers in this case only indicate different gas content specifications which are shown in table 3.1. Dimensions are shown in inches (top number) and mm (bottom number). Note that one of the connectors is BNC and not HN as shown here (see figure 3.1).
Two separate beam monitor gas mixtures were specified to the manufacturer. These quantities are shown in table 3.1. The three gases that are present in the monitors are $^3\text{He}$, $^4\text{He}$ and $\text{N}_2$, each to varying amounts. Only the $^3\text{He}$ plays an active role in capturing neutrons.

<table>
<thead>
<tr>
<th>identifier</th>
<th>$^3\text{He}$ content</th>
<th>$^4\text{He}$ content</th>
<th>$\text{N}_2$ content</th>
</tr>
</thead>
<tbody>
<tr>
<td>prototype</td>
<td>0.50 atm</td>
<td>0</td>
<td>0.5 atm</td>
</tr>
<tr>
<td>SN 084153</td>
<td>0.50 atm</td>
<td>0</td>
<td>0.5 atm</td>
</tr>
<tr>
<td>SN 084154</td>
<td>0.03 atm</td>
<td>0.5 atm - 0.03 atm</td>
<td>0.5 atm</td>
</tr>
<tr>
<td>SN 084155</td>
<td>0.03 atm</td>
<td>0.5 atm - 0.03 atm</td>
<td>0.5 atm</td>
</tr>
<tr>
<td>TRIPLE[57]</td>
<td>1 atm</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.1: Beam monitor gas pressure specifications. SN denotes the monitor’s serial number. During gamma asymmetry measurements, monitors with serial numbers 084154 and 084155 are used as M1 and M2 around the polarizer. For the gamma asymmetry measurements that were made during the commissioning run in 2004, 084154 was used as M1 and 084155 was used as M2. Serial number 084153 is used as M3 at the back of the apparatus. A company representative stated that the gas pressures were determined at ambient temperature. The measured contents of the beam monitors are shown in table 3.9.

The amount of $^3\text{He}$ contained in a particular monitor is determined by its location in the apparatus. M1 and M2 should only absorb a small fraction of the neutrons and therefore must contain a small amount of $^3\text{He}$. Four centimeters of $^3\text{He}$ at 0.03 atm and 0 °C absorbs 2.6 % of 10 meV neutrons (see section 3.1.2). There is no need for neutrons downstream of M3, and it is desirable for neutrons downstream of the hydrogen target to be absorbed so that background and radiation damage from scattering is minimized. M3 was therefore constructed with a higher concentration of $^3\text{He}$. Four centimeters of $^3\text{He}$ at 0.5 atm and 0 °C absorbs 36 % of 10 meV neutrons.

$\text{N}_2$ plays no role in neutron capture. The $\text{N}_2$ is useful, however, for two reasons. First of all, nitrogen gives rise to a greater ionic stopping power. The distance traveled by ions
of hundreds of keV of energy (the energies of interest for the beam monitors) in 1 atm of gas is comparable to the 1 cm spacing between beam monitor electrodes. The presence of \( \text{N}_2 \) limits this range, therefore forcing more energy to be deposited by the ions before they exit the chamber. A larger and more stable signal is therefore obtained without absorbing more neutrons from the beam. Secondly, helium has a dielectric strength (the electric field strength at which breakdown occurs) that is 0.15 that of nitrogen [58]. The presence of nitrogen therefore allows for a higher voltage to be applied without sparking. Use of a higher voltage allows for a prompt collection time and minimizes recombination of electron-hole pairs.

\(^4\text{He} \) also plays no role in neutron capture. The extra \(^4\text{He} \) allows for the monitors to have the same amount of helium, in order for them to have similar properties. Neutron capture is the only relevant property of the monitors that is dependent on a particular isotope, and so the four monitors are expected to be the same in all other respects. When comparing two monitor signals, for example, it is useful to be able to assume that the average energy deposited by a neutron is the same in the two monitors. It is also useful for the two monitors to have the same ion collections times when operated at the same high voltage. However, it was determined from test measurements that the compositions of the monitors are not identical (see section 3.3.4).

### 3.1.4 An expression for the signal from a beam monitor

Ionization chambers make use of the fact that energetic charged particles deposit energy as they pass through matter. The energy is deposited via ionization, and this ionization can in turn be collected as an electrical signal. \(^3\text{He} \) provides an efficient method for conversion of low energy neutrons into energetic ions, and thus for conversion of a high flux beam of low energy neutrons into an electrical current. Figure 3.3 illustrates how this concept applies to the beam monitors.

Each monitor has three parallel plate electrodes. The two outer electrodes are held at a high voltage (3 kV for the measurements discussed in this thesis, except for the TRIPLE monitor which was run at 300 V). The center electrode is connected through a current meter.
Figure 3.3: A side view of the capture of a neutron inside a beam monitor. The ions deposit their energy in the chamber through ionization of the gas. Due to the high rate of neutron capture, current mode detection is used. The current from ionization is sent to the center electrode by application of a high voltage to the two outer electrodes. The resulting current signal is converted into a voltage using a solid state preamplifier which is shown schematically in the lower part of the diagram. $T_1$ is the transmission of a 1 mm aluminum wall of the chamber. $T_2$ is the transmission of a 0.5 mm electrode and $T_3$ is the transmission of one of the gas gaps.

to ground. The charge created during ionization is therefore observed as a current signal that is dependent on the incident beam flux.
With this information, it is possible to derive an expression for the dependence of the output signal on the incident neutron flux. The ionization in the chamber is made possible by the energy that is released when a neutron capture occurs. As such, the average amount of energy deposited per neutron into the gas (\(E_{dep}\)) is the first quantity to be considered. As some of the energy is also dissipated in the walls and electrodes, \(E_{dep}\) is not the same as the amount of energy released in the reaction.

When a neutron capture occurs, \(E_{dep}\) is distributed over a number of individual ionization events. During this process, electrons can be liberated from different energy levels, and other interactions besides ionization can take away energy. For a given \(E_{dep}\), the number of electron-hole pairs created is therefore determined by the amount of energy on average that is used up by the creation of one pair. This amount of energy is known as the average energy dissipation per ion pair (\(W\)) and is not the same as the ionization energy of the gas. There is not a clear consensus in the literature on the precise values of \(W\). However, it is about 42 eV for He and 35 eV for \(\text{N}_2\) [59].

The effect of varying the applied high voltage was studied during some tests that were carried out on Flight Path 5 at LANSCE. The voltage applied to the prototype monitor electrodes was varied during a time when the proton current to the spallation target was stable. Below 1 kV, the signal from the preamplifier increased with applied voltage. From 1 kV to 3 kV, however, the signal did not change. It is therefore believed that the monitors are operating in the region of voltages where electron-ion recombination is not occurring (see e.g. [60]). In this region, the applied voltage is high enough that no electron-hole recombination occurs, and thus all liberated charge is converted to a signal. The current signal out of the beam monitor is therefore determined as given in equation (3.4). \(N_{cap}\) is the total rate of signal-generating neutron capture and \(e\), the charge on an electron, is the amount of charge liberated per ionization event.

\[
I = N_{cap} \frac{E_{dep}}{W} e
\]  

\(N_{cap}\) can be related to the total neutron flux, \(N\), that is incident on the face of the monitor with the help of figure 3.3. \(T_1\), \(T_2\) and \(T_3\) are the attenuations of the aluminum walls, aluminum electrodes and gas gaps respectively. The cross-section for an interaction
with $^3$He is three orders of magnitude larger than that for nitrogen and five orders of magnitude larger than that for $^4$He. $T_3$ is therefore treated as being due exclusively to $^3$He. The probability for a neutron capture is correspondingly given by $(1 - T_3)$.

Charges that are accelerated towards the outer walls of the chamber are not converted to a signal, so $N_{\text{cap}}$ includes only those neutrons that are captured in the two inner regions of the monitor. A beam monitor therefore has two signal regions, which are the regions that exist between the high voltage plates and the signal plate. By taking into consideration the attenuations that the beam encounters when traveling through the monitor to the detection regions, $N_{\text{cap}}$ can be determined in terms of $N$:

\[ N_{\text{cap}} = NT_1T_2(1 - T_3) \quad \text{(upstream region)} \]
\[ + \quad NT_1T_3T_2T_3(1 - T_3) \quad \text{(downstream region)} \]
\[ = NT_1T_2T_3(1 - T_3)(1 + T_2T_3) \quad \text{(3.5)} \]

The circuit shown in the lower part of figure 3.3 is a schematic representation of the solid state preamplifier [45] that is used to amplify the current signal and to convert it into a voltage. The resistor-op amp combination is a current-to-voltage converter which produces an output voltage given by:

\[ V = IR. \quad \text{(3.6)} \]

The resistor-capacitor combination is a low pass filter that serves to eliminate high frequency noise. This low pass filter is set to have a time constant of approximately 100 $\mu$s. This time constant was chosen since it is small enough to not have an effect on data stored by the DAQ (the time bins have a width of 400 $\mu$s), and is about the same as the ion collection time.

Combining of equations (3.4), (3.5) and (3.6) provides an expression for the signal out of a beam monitor preamplifier:

\[ V = NT_1T_2T_3(1 - T_3)(1 + T_2T_3) \frac{E_{\text{dep}}}{W} eR. \quad \text{(3.7)} \]

In the case that higher time resolution is required, it will be important to remember that equation (3.7) does not take into account the existence of the low pass filter. Also, since
$T_1$ and $T_2$ are due in large part to scattering, equation (3.7) is not exact. However, the attenuation from the aluminum is small enough that, for the situations discussed in this thesis, $T_1$ and $T_2$ can be approximated as unity.

3.1.5 Correction for the low pass filter

Under conditions where higher time resolution is of importance, it is possible to make corrections to the expression that is given in equation (3.7). If not many measurements requiring high time resolution are being made, it can be preferable to use this method rather than to risk damaging the preamplifier by changing one of its components.

The relationship between $V$ and $v$ in figure 3.3 can be determined by considering the voltage drops across $R$ and $C$ as shown in equations (3.9) and (3.8) where $\frac{dQ}{dt}$ is the current flowing through the resistor and $Q$ is the charge on the capacitor. Combination of equations (3.9) and (3.8) yields equation (3.10).

$$v = \frac{dQ}{dt} R + \frac{Q}{C} \quad (3.8)$$

$$V = \frac{Q}{C} \quad (3.9)$$

$$v = \frac{dV}{dt} RC + V \quad (3.10)$$

Given a collection of data points $V_i$ which are sufficiently closely spaced at times $t_i$, it follows that $V_i$ occurring at times $T_i$ can be reliably approximated as shown in equations (3.11) and (3.12). Figure 3.4 shows an example of this correction.

$$v_i = \frac{V_{i+1} - V_i}{t_{i+1} - t_i} RC + \frac{V_i + V_{i+1}}{2} \quad (3.11)$$

$$T_i = \frac{t_i + t_{i+1}}{2} \quad (3.12)$$
Figure 3.4: It is possible to correct for the low pass filter that is present in the beam monitor preamplifiers. This plot shows the effect of such a correction to a preamplifier with a 0.1 ms time constant. The plot is the signal downstream of a piece of indium foil. The data were taken using a digital oscilloscope and have a time resolution of 0.056 ms. Indium has multiple absorption resonances of well-defined energy that give rise to dips in transmitted flux. The features are shifted to earlier times and become noticeably more pronounced as a result of the correction. The signal at T0 is also much closer to vertical in the corrected data set. That the signal be vertical here is more reasonable since gamma rays and high energy neutrons arrive almost instantaneously from the source. The signal before T0 is not flat since the frame overlap chopper was not in use during this measurement.

3.1.6 Time binning and digitization

The voltage signals out of the beam monitor preamplifiers are digitized and stored in binary data files. Beam pulses arrive at 50 ms intervals. The first 40 ms after the start of each pulse is divided into 100 time bins of 0.4 ms duration each. A 10 ms break at the end of each pulse (during which there is not a significant number of neutrons in the beam) allows for the electronics to prepare for the following pulse. The NPDGamma data acquisition electronics
are synchronized with the accelerator by a signal that is sent from the accelerator control at the beginning of each beam pulse. This signal is referred to as the T0 pulse, and the start of each beam pulse is sometimes referred to as T0 (or T-zero).

The beam monitor preamplifier voltages are sampled by 16 bit ADCs at 62.5 kHz and summed over each time bin. The digitized signal $S$ that is recorded from an ADC and stored in a data file can be expressed in terms of the input analog voltage $V$ as shown in equation (3.13). The signal is created by summing $N$ samples over a time bin. $V_{\text{max}}$ and $V_{\text{min}}$ are the maximum and minimum voltages that can be read in by the ADC. Each sample of the analog voltage is converted into a binary integer of 16 bits before being added to the sum. In a base other than two, the integer that is stored in the data file to represent the voltage over one time bin is expressed as $\tilde{S}$ in equation (3.13). The average voltage $S$ can be deduced from $\tilde{S}$ using equation (3.14).

$$\tilde{S} = \left( \frac{2^n}{V_{\text{max}} - V_{\text{min}}} \right) \sum_{i=1}^{N} V_i$$

$$S = \frac{1}{N} \sum_{i=1}^{N} V_i = \left( \frac{V_{\text{max}} - V_{\text{min}}}{2^n} \right) \left( \frac{\tilde{S}}{N} \right)$$

For the ADCs that were used for beam monitor data-taking, the following values apply: $n = 16$, $N = 25$, $V_{\text{max}} = 10$ V, and $V_{\text{min}} = -10$ V. When converting the digital data into an average voltage, a conversion factor of 81,920 counts/V is therefore used.

### 3.1.7 The beam monitor pedestals

One of the most useful aspects of the beam monitors is that, as indicated in equation (3.7), they provide a voltage that is linearly proportional to the incident beam flux. Until now the discussion has excluded any consideration of voltage offsets. Realistically, the signal voltage $V$ in figure 3.3 is superposed on top of an offset voltage (pedestal). Typically the pedestals are in the millivolt range, and the signals of interest are in the range of volts or hundreds of millivolts. The pedestals are constant over a period of a few hours. Unless the pedestal is known and subtracted, it is not correct to assume a linear proportionality between beam flux and voltage. For this reason, pedestal runs are taken. A pedestal run is carried out in
the same manner as a regular data run, except a beam shutter is closed upstream of the apparatus. The beam shutter prevents any beam from entering the apparatus. Any analysis that requires a linear proportionality between beam flux and voltage is carried out after a subtraction of the voltage offsets.

A problem arises from the fact that a true voltage offset is not easily distinguished from background signals, such as from activation of the apparatus. For example, it was noticed that, when the frame overlap chopper blocks the beam at the end of a pulse (see p. 31), a signal is present above the pedestals (it exists above the signal that is observed when the shutter is closed). It is always present in M1 but is only present in M2 when the polarizer is not present in the apparatus. This signal has a level of about 20 mV, compared to typical M1 signals of 2-3 V. Since the polarizer is opaque to slow neutrons, this additional signal is consistent with the possibility that slow neutrons are in the beam, despite the use of the frame overlap chopper. Since the frame overlap chopper was designed to be opaque to slow neutrons, the most likely explanation for this observation is that overlap from two pulses previous is occurring. The analysis that is carried out in this thesis uses regular pedestal runs for the voltage offsets. When necessary, additional uncertainties are considered.

3.1.8 A transmission measurement

Given their usefulness for measuring beam flux, the beam monitors are particularly useful for performing beam transmission measurements. As was discussed in chapter 2, they are thus useful for monitoring the ortho- to para-hydrogen ratio of the liquid hydrogen target, for monitoring beam polarization, and for measuring the efficiency of the spin flipper.

A transmission measurement involves measuring the change of beam transmission that occurs when the properties of the apparatus change. Such a measurement is most easily performed with the use of two beam monitors. One monitor is used to measure the change in beam transmission that results from the attenuation being studied. The other monitor is used to account for any changes in flux that would have occurred if the transmission had stayed fixed.

An illustration of a transmission measurement using the beam monitors is shown in
This example consists of measuring the transmission of a piece of attenuating material. The top half of the diagram shows two beam monitors without the attenuating material in place. In such a case, the flux seen by the second monitor will be less than that seen by the first monitor. The reasons for this may include attenuation by absorption, scattering or collimation; or the possibility that neutrons have sufficient transverse velocity to leave the beam. Allow \( N \) to be defined as the flux incident on the first monitor and \( \alpha N \) to be defined as the flux incident on the second monitor. The neutrons’ behaviour is assumed to be independent of \( N \). \( \alpha \) is therefore also independent of \( N \) but is dependent on energy and on the positions of the monitors.

The lower half of figure 3.5 shows a measurement that is made at a different time. The beam flux seen by the first monitor has changed, and the attenuating material has been placed between the two monitors, so that the fraction seen by the second monitor has been changed by a factor \( T \) which depends on energy \( E \). Neither monitor-preamplifier combination has been moved or altered.

The voltage out of the preamplifier in each case can be deduced from equation (3.7) as shown in equations (3.15). Each signal is dependent on the properties of the monitor-preamplifier combination that it originates from and is proportional to the flux incident on the monitor. The subscripts 1 and 2 are used to differentiate the two monitor-preamplifier combinations. \( f(E) \) is used to represent the factor of proportionality between incident flux and voltage. \( f(E) \) is characteristic to each monitor and is a function of neutron energy. The exact form of \( f(E) \) is irrelevant to this analysis. Since the monitors are located at different distances from the source, the energies \( E_1 \) and \( E_2 \) are different for the same time of flight.

\[
\begin{align*}
V_1 &= N f_1(E_1) R_1 & \quad V_2 &= \alpha N f_2(E_2) R_2 \\
\tilde{V}_1 &= \tilde{N} f_1(E_1) R_1 & \quad \tilde{V}_2 &= T(E_2) \alpha \tilde{N} f_2(E_2) R_2
\end{align*}
\] (3.15)

The transmission \( T \) can then be deduced by considering a ratio between the pedestal-subtracted voltages from equations (3.15). This concept is demonstrated in equation (3.16). Since \( T \) is observed by the downstream monitor, the energies of any time of flight-dependent features in \( T \) should be calculated using the distance from the moderator of the downstream
A ratio of the four voltages allows for a determination of the change in transmission that arises due to the insertion of the attenuating material, as shown in equation (3.16). It is important to leave the preamplifiers and monitors untouched between the two stages of the measurement, and to calculate the ratio at a fixed time of flight, in order to be able to assume that the voltage signals are proportional to the beam flux.

\[
\frac{V_2}{V_1} \approx T(E_2) \frac{T(E_2) \alpha N f_2(E_2) R_2 / [\alpha N f_2(E_2) R_2]}{[N f_1(E_1) R_1]} = T(E_2) \tag{3.16}
\]

Figure 3.5: An illustration of a transmission measurement using the beam monitors. A measurement is made by recording the voltages from the preamplifiers with and without an attenuating material in between. Equation (3.7) shows how the voltages are dependent on: 1) the beam flux (N); 2) the neutron energy (E); 3) the properties of the preamplifiers (P); and 4) the properties of the monitors (M).
3.2 A Monte Carlo Calculation of the energy deposited per neutron

3.2.1 Introduction to this section

This section discusses a methodology for finding the average ($E_{dep}$) and standard deviation ($\sigma_{E_{dep}}$) of the energy deposited per capture of a single neutron in the beam monitors. Determining these quantities helps in providing insights into the properties of the beam monitors. For example, knowledge of $\sigma_{E_{dep}}$ provides information on how much noise to expect above neutron counting statistics. Also, since an approximate value of the W value of the gas is known, knowledge of $E_{dep}$ can act as a test of whether the beam monitor calibration is reasonable. Knowledge of $E_{dep}$ was also used in the assessment of the uncertainty in the $^3$He content of the beam monitors.

The initial energies of the proton and triton are determined by knowing the amount of energy created in the n + $^3$He reaction. The total energy released is known to equal 764 keV and to be entirely kinetic. By conservation of energy and momentum, it follows that the triton with a mass of 3.016 u will take away 191 keV and that the proton with a mass of 1.007 u will take away 573 keV.

With knowledge of the materials and geometries involved, a Monte Carlo calculation was used to integrate over the trajectories of individual ions, and hence to determine how much of each ion’s recoil energy is deposited in the chamber. This calculation is divided into three stages. Stage one uses data from an external source to determine the stopping powers. Stages two and three involve a C++ calculation that was written using the data from stage one. The code for this program is available from the author on request.

3.2.2 Stage one: the stopping powers

The energy deposited by an ion in matter is calculated by knowledge of the linear stopping power $S$. This calculation follows directly from the definition of $S$ which is given by:

$$S(E) = -\frac{dE}{dx} \quad (3.17)$$

$E$ is the energy of the ion and $x$ is its distance traveled.
S(E) determines the amount of energy lost by the ion as it is stopped by the gas. As such, S(E) is a crucial element in the calculation of \( E_{\text{dep}} \) and \( \sigma_{E_{\text{dep}}} \). \( S \) is determined by the properties of the gas mixture, by the mass and charge of the ion, and by E.

The objective of this stage of the calculation was to determine the stopping powers of the ions in the gas mixtures being studied. This objective was achieved using version 2003.26 of the simulation package SRIM that was obtained from reference [61]. SRIM is a group of programs that are designed specifically to calculate the stopping powers and ranges of ions in matter. SRIM calculations are carried out using a statistical method that takes into account Coulomb effects as they occur in the form of screening, overlapping electron shells, electronic and interatomic bond structures, and the velocity dependent charge state of the ion. SRIM also takes into account stopping from internuclear interactions. A description of the method involved can be found in books written by the SRIM authors [62].

The SRIM programs output stopping powers for a particular mixture of gases at particular pressures and stoichiometric combinations. However, it is preferable for the beam monitor Monte Carlo to be adjustable so that it apply to a variety of gas compositions. In order to allow for this flexibility, the stopping power data were obtained for each gas individually. The process of mixing the gases was then integrated into the Monte Carlo itself.

The method for combining the stopping power data is obtained based on the observations that: 1) The interactions of an ion with the gas are probabilistic and determined by single ion-atom or ion-molecule interactions; and that 2) the gas constituents of the monitor can be treated to a good approximation as ideal gases. The result of observation 1) is that the number of interactions leading to energy loss scales linearly with the number of gas molecules present. The result of observation 2) is that intermolecular interactions cannot contribute to an ion’s energy loss. The energy loss per ion-molecule interaction is therefore independent of the density of the gas and the nature of the other molecules.

It was therefore assumed that the stopping power can be obtained as a linear combination of the individual stopping powers of the constituent gases. The coefficient that determines the contribution of each gas is that gas’s volume density which, for an ideal gas,
is proportional to pressure$^1$. In order to express this statement in a concise mathematical form, the value of $S(E)$ for each individual gas at STP will be referred to as $S_g(E)$ where $g$ denotes the gas. $S(E)$ is then determined in terms of the $S_g(E)$ which are weighted by the pressures $P_g$ of their corresponding gases. This is expressed as:

$$S(E) = \sum_g P_g S_g(E) = P_{3He} S_{3He}(E) + P_{4He} S_{4He}(E) + P_{N2} S_{N2}(E)$$

(3.18)

where $P_g$ is measured in atmospheres at 0°C.

Figure 3.6 shows the data that were obtained from the SRIM calculations. Some features are worth noting. First of all, at higher energies, the curves for the proton and the triton are very similar but scale differently as a function of energy. This can be understood by considering the fact that, for constant ionic charge and constant material properties, the stopping of energetic ions is determined uniquely by the ion’s speed. Speed is in turn uniquely determined by the ratio between kinetic energy ($T$) and mass ($M$). It is therefore expected that the two curves be the same, if plotted versus $T/M$. Since the triton is three times as massive as the proton, this explains why similar features at higher energies occur for $T_t = 3T_p$ ($p$ = proton, $t$ = triton).

Secondly, the ratio between the peak stopping power values for helium and nitrogen is consistent with the value that has been empirically observed$[63]$. This ratio is different from that predicted by the Bethe-Bloch formula$^2$ since at such energies the velocity-dependent charge state of the ion becomes important. Thirdly, the stopping power from nuclear interactions becomes important at eV energies where it is one to two orders of magnitude more important than the electronic stopping power. This is the only range in energies where the difference between $^3$He and $^4$He is noticeable, due to the smaller mass of the $^3$He nucleus. Both nuclear and electronic stopping powers were included in the beam monitor Monte Carlo.

These stopping power data were integrated into the Monte Carlo algorithm as arrays $^1$This method for mixing stopping powers of ideal gases happens to be a special case of Bragg’s Rule which states that the mass stopping power (stopping power per unit mass) of a material is a linear sum, weighted by mass, of the individual mass stopping powers of the material’s constituents. $^2$The Bethe-Bloch formula (accurate in determining stopping powers for heavy ions of greater than a few hundred keV energy) is discussed in popular textbooks such as $[64]$. 


Figure 3.6: The stopping powers of protons and tritons in helium and nitrogen gas, as obtained from SRIM. The energy range shown includes the energies of the ions that are produced by neutron detection in the beam monitors.
with 130 values at logarithmic increments between 10 eV and 900 keV. A routine was written that allowed to linearly interpolate the data between array entries.

3.2.3 Stage two: energy deposited as a function of distance

The purpose of stage two was to use the stopping power data in order to determine the amount of energy deposited into the gas mixture by each ion separately, as a function of its distance traveled ($E_{dep}(x)$).

At this stage a simplification was made. It was assumed that the ions experience no change in energy except for that caused by the stopping of the gas. This assumption is incorrect due to the fact that the very functioning of the monitors is dependent on the application of a high voltage. However, since the proton and triton are both of charge $e$, and since the voltage is typically 3 kV, this leads to an error on the order of 3 keV per ion, or 1.2% of the average amount deposited. This error is of minimal significance to the analysis and the approximation was deemed worthwhile due to the fact that the simulation would have otherwise been much more computationally demanding.

The method for this stage of the calculation follows directly from equation (3.17). The result is equation (3.19), which relies on the fact that $S$ is determined uniquely by the ion’s energy $E$, which in turn is determined uniquely by the distance traveled by the ion.

$$E_{dep}(x) = \int_0^x S(E(x)) \, dx$$  \hspace{1cm} (3.19)

A calculation using equation (3.19) and the SRIM data was done iteratively by allowing an ion to travel over small distance increments $\delta x$, thus causing it to lose energy $\delta E = S(E)\delta x$ at each increment. In the program, $E$ was updated each time by taking into account the amount of energy lost, until the total energy had been exhausted. A record was thus created of the energy deposited by each ion as a function of its distance traveled. These data were stored for later use by the program.

The distance after which the ion’s energy is exhausted was recorded as the range of the ions in the gas. It was determined that for a beam monitor containing 0.04 atm $^3$He, 0.46 atm $^4$He and 0.5 atm N$_2$, a 191 keV triton travels 0.52 cm and a 573 keV proton travels 1.64 cm. These calculations can be compared to table 3.2, which shows the ranges
that were output directly by the SRIM program for the same gas mixture. The small
discrepancy between the ranges from the Monte Carlo and from SRIM was considered when
determining the uncertainty in the results from the Monte Carlo (see section 3.2.6).

<table>
<thead>
<tr>
<th>energy (keV)</th>
<th>range (mm)</th>
<th>longitudinal straggling (mm)</th>
<th>lateral straggling (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>proton</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>13.2</td>
<td>0.56</td>
<td>0.60</td>
</tr>
<tr>
<td>550</td>
<td>15.2</td>
<td>0.64</td>
<td>0.66</td>
</tr>
<tr>
<td>600</td>
<td>17.2</td>
<td>0.72</td>
<td>0.73</td>
</tr>
<tr>
<td>650</td>
<td>19.5</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>triton</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>170</td>
<td>4.5</td>
<td>0.36</td>
<td>0.48</td>
</tr>
<tr>
<td>180</td>
<td>4.7</td>
<td>0.36</td>
<td>0.49</td>
</tr>
<tr>
<td>200</td>
<td>5.0</td>
<td>0.37</td>
<td>0.50</td>
</tr>
<tr>
<td>225</td>
<td>5.4</td>
<td>0.38</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 3.2: Proton and triton ranges calculated by SRIM for a gas combination similar
to that of the NPDGamma beam monitors. The proton and triton have recoil energies
of 576 and 191 keV respectively. Straggling is explained briefly on page 70.

3.2.4 Stage three: Generation of the $E_{dep}$ distribution

The final stage was a Monte Carlo simulation which generated the product ions at random
locations with random directions. The purpose of this simulation was to determine how far
each ion would travel before leaving the detection region. The distance traveled determines
the amount of energy $E_{dep,i}$ deposited by the $i^{th}$ ion.

An ion is considered as having left the detection region when it has hit an aluminum
electrode. This is because an electrode, being a conductor, is an equipotential surface.
Ionization created in the electrodes will therefore not contribute any current to the detector
signal.

Since the beam is 9.5 cm wide, some protons travel beyond the 12 cm × 12 cm square area defined by the parallel electrodes. It is not initially obvious how to treat these ions since the electric field at these boundaries has not been determined. However, it was determined that the plates are large enough for their boundaries to have a negligible effect on the calculation of $E_{dep}$ and $\sigma_{E_{dep}}$. This is discussed in section 3.2.6.

In determining how far the ions travel before hitting a wall, another simplification was made. It was assumed that the ions travel in straight lines. This assumption is not strictly correct for two reasons.

The first reason is the very nature of the stopping by the gas. The stopping of a particle in matter is a process that is determined by many interactions averaged over its entire trajectory. The result is a statistical effect that for a sufficiently large particle represents itself as a drag force. However, a particle the size of an ion experiences an effect analogous to a random walk which causes the ion’s path to deviate from a straight line. The same effect causes the total distance traveled by the ions to vary. For a mixture of 0.5 atm $^3$He and 0.5 atm $N_2$, it was determined from SRIM that this effect (which is referred to as straggling) can lead to deviations that are approximately 5% of the total distance traveled for the proton and 10% for the triton (see table 3.2).

However, deviations from the average path are expected to not occur preferentially in any direction. Furthermore, the symmetry of the capture region and of the neutron beam is assumed to be such that variations in the path of the ions do not alter $E_{dep}$.

The second reason why it is incorrect to state that ions travel in straight lines is the existence of the electric field. It should be noted here that the ion chambers contain a sufficiently small amount of $^3$He for the neutrons to have only an unnoticeable preference for capture near the upstream wall of the capture region. Deviations in $E_{dep,i}$ created by ions that deposit less energy by being pulled towards one wall will therefore be equally compensated by opposite deviations in $E_{dep,i}$ on the other side of the chamber.

These two effects which cause extra deviations in the motion of the ions were therefore assumed to not alter $E_{dep}$. They most likely lead to an increase in $\sigma_{E_{dep}}$ which is
itself a measure of such variations, but precise knowledge of $\sigma_{E_{dep}}$ is not important for the interpretation of the beam monitor data.

Once it has been decided that the ions travel in straight lines, it is possible to generate trajectories and calculate the energy deposited by each ion before it leaves the detection region. This was carried out according to the series of steps explained below.

**random number generation**

Random number distributions are generated in the Monte Carlo by starting with a uniform normalized distribution $p(r) = 1$ with $r \in [0,1]$. Numbers from the uniform distribution are mapped into the distribution of interest via a method that is discussed in popular texts on computational methods (see for example pp. 81-82 of [65]). This method can be summarized in the form of an equation. A random number $z \in (-\infty, \infty)$ is generated according to a general probability density $P(z)$ by use of equation (3.20).

$$r = \int_{-\infty}^{z} P(z)dz. \quad (3.20)$$

**step one: generation of random capture locations**

When generating a neutron capture, first the location at which the capture occurs is considered. Where the neutron is captured is a probabilistic process determined by three factors: 1) the geometry of the capture region; 2) the distribution of neutrons perpendicular to the beam; and 3) the attenuation of the beam parallel to the direction of the neutrons’ travel.

The capture region is a $9.9 \text{ mm} \times 119.9 \text{ mm} \times 119.9 \text{ mm}$ rectangular box. Fringe effects at the boundaries are not of importance (see p. 78). An energetic ion that exists in this region will contribute to the signal collected at the electrodes.

The beam is $9.5 \text{ cm} \times 9.5 \text{ cm}$ square. It is concentric with and perpendicular to the parallel plates of the monitor. In a plane parallel to the plates, the probability for detection is assumed to be equally likely at any point in this square. This straightforward distribution is very close to the actual situation [42]. However, since the parallel plates are wide enough for the boundaries to be neglected, and since the spacing between the plates is constant,
the areal distribution of the beam is irrelevant.

Parallel to the axis of the beam, the density of the beam follows an exponential decay due to attenuation as neutrons undergo charge exchange with $^3$He nuclei. As a result, a captured neutron will have a higher probability for being detected near the upstream wall of the capture region. This effect is not of importance for thin monitors, which attenuate 0.8% of the beam over 1 cm of $^3$He at 10 meV. However, the effect will be of greater significance for monitors of higher $^3$He content.

The density of neutrons along the $z$ axis parallel to the beam is expressed as $N(z) = N(0) \exp(-n\sigma z)$ where $z = 0$ exists at the upstream wall of the capture region. The width of the capture region is $l$, and the volume number density and cross section of $^3$He are $n$ and $\sigma$ respectively. The number of neutrons that have been detected between $z = z_1$ and $z = z_2 > z_1$ is $N_{\text{det}}(z_1, z_2) = N(z_1) - N(z_2)$. The probability for an event of interest to lie between $z$ and $z + dz$ is therefore given by equation (3.21).

$$P(z)dz = \frac{N_{\text{det}}(z, z + dz)}{N_{\text{det}}(0, l)} = \frac{n\sigma \exp(-n\sigma z)dz}{1 - \exp(-n\sigma l)}$$

(3.21)

It is now possible to apply equation (3.20) in order to generate numbers according to the distribution given in equation (3.21). The result is given in equation (3.22). The number $z \in [0, l]$ is generated according to the distribution in equation (3.21) and $r \in [0, 1]$ is generated from the uniform distribution.

$$z = -\frac{1}{n\sigma} \ln (1 - [1 - \exp (-n\sigma l)] r)$$

(3.22)

*step two: generation of random recoil directions*

Once the capture location of the neutron has been determined, the direction of recoil of the ions must be generated. The momentum of the neutron is small enough that the two ions can be considered as having opposite recoil momenta. A random direction out of a $4\pi$ solid angle is determined for the direction of travel of the proton. The triton travels in the opposite direction.

Both an azimuthal angle $\phi \in [0, 2\pi)$ and a polar angle $\theta \in [0, \pi]$ must be generated every time that a random direction is created. The probability density $P(\theta, \phi)$ for a given pair
of angles is determined by the size of the corresponding solid angle element, as shown in equation (3.23).

\[ P(\theta, \phi) d\theta d\phi = \frac{d\Omega}{4\pi} = \frac{\sin \theta d\theta d\phi}{4\pi} \quad \text{(3.23)} \]

The solid angle element \( d\Omega \) is independent of the azimuthal angle \( \phi \). As a result, the probability density \( P(\phi) \) is uniform between the limits of \( \phi \). The resulting \( P(\phi) d\phi \) is shown in equation (3.24).

\[ P(\phi) d\phi = \frac{d\phi}{2\pi} \quad \text{(3.24)} \]

The method for generating \( \phi \) from the uniform density \( P(r) \) is shown in equation (3.25).

\[ \phi = 2\pi r \quad \text{(3.25)} \]

In order for \( \phi \) and \( \theta \) to be generated independently, it is necessary that \( P(\theta, \phi) \) be separable in terms of \( \theta \) and \( \phi \). From equation (3.23), it can be seen that this is indeed the case. Furthermore, from equations (3.23) and (3.24), \( P(\theta) d\theta \) can be determined. This result is shown in equation (3.26).

\[ P(\theta) d\theta = \frac{\sin \theta d\theta}{2} \quad \text{(3.26)} \]

The method for generating \( \theta \) from the uniform density \( P(r) \) follows directly from equation (3.20) and is shown in equation (3.27).

\[ \theta = \arccos(2r) \quad \text{(3.27)} \]

**step three: determination of the energy deposited per ion**

The following parameters have now been established: 1) the location at which the two ions are created; 2) the initial energy and direction of travel of each ion; 3) the boundaries of the capture region; 4) the maximum range of each ion; and 5) the amount of energy deposited by each ion as a function of its distance traveled. It is therefore possible to determine how much energy an ion deposits by knowing how far it is allowed to travel before being stopped by the gas or before leaving the detection region. The sum of the energies for the two ions is recorded for each neutron capture. This calculation is repeated for many neutron captures.
so that a mean and standard deviation are determined. It is worth noting that, without
the approximation that the ions travel in straight lines, it would have been necessary to
calculate the entire trajectory and integrate over the energy lost by each ion individually.

3.2.5 The form of the $E_{\text{dep}}$ distribution

The above procedure was carried out for a total of $10^7$ neutron captures. The results
were tallied into a histogram of 500 bins between 0 and 1 MeV. The histogram has several
interesting features and is shown in figure 3.7.

A method of varying the $^3\text{He}$ content of the monitors was used in order to understand
the origin of these features. This method uses a version of the Monte Carlo that calculates
stopping powers for a mixture of 0.5 atm N$_2$ and 0.5 atm He. The $^3\text{He}$ content is only
a measure of the probability for a neutron to capture near the entrance window of the
chamber.

Given an infinite amount of $^3\text{He}$, all neutrons capture exactly at the location of the
upstream wall. In this case, either a proton or a triton will deposit energy in the monitor
gas, but not both for a given neutron capture. The distribution corresponding to $2 \times 10^9$
atm of $^3\text{He}$ is shown in curve 1 of figure 3.7. A spike occurs in curve 1 at 191 keV, the
energy of the triton. The triton has a maximum range that is less than the spacing between
electrodes, and therefore deposits all of its energy in the detector. A spike also occurs in
curve 1 at 573 keV, the energy of the proton. This spike arises due to the fact that many
protons travel in directions that allow them to deposit all of their energy.

There is also a continuum of energies below the proton energy. This continuum cor-
responds to protons that are stopped by the wall. Since stopping by the wall allows for
a range of distances of travel in the gas, it also therefore allows for a range of deposited
energies. The low energy cutoff of the continuum corresponds to the energy deposited by
protons that have traveled perpendicular to the electrodes.

The continuum is taller for smaller deposited energies (corresponding to shorter distances
of travel $x$ in the gas). This phenomenon can be explained in part by the fact that $dx/d\Omega$
Figure 3.7: Histograms of the energy deposited per neutron in the beam monitors. The histograms in the upper graph show the distributions that result when only one neutron is considered per count ($E_{\text{dep}}$). This single neutron distribution is shown for various (unrealistic) $^3$He pressures. Varying the $^3$He pressure in this way serves as an aid for understanding the features of the single neutron distribution. The histograms in the lower graph illustrate how the distribution of $E_{\text{dep}}$ per neutron ($E_{\text{dep}}^\prime$) approaches a symmetric shape when the signal due to several neutron captures is considered.
increases with $\theta$ ($\theta$ is the polar angle measured from the direction of neutron velocity, $x$ is the distance traveled by the proton before hitting the downstream wall, and $\Omega$ is the solid angle subtended about the point of origin of the proton). More protons are therefore collected into bins that correspond to shorter distances of travel. If $dE/dx$ is treated as constant, then it is expected that more protons be collected into bins of smaller deposited energies.

The continuum is taller at larger deposited energies since the proton’s remaining energy is small and so, as visible in figure 3.6, $dE/dx$ is also small. Allow $N$ to be the number of protons that hit an electrode with remaining energy $E$. The probability distribution $dN/dE = (dN/dx)/(dE/dx)$ therefore increases. This effect overpowers the binning effect that is mentioned in the previous paragraph since $dx/d\Omega$ is proportional to $x^2$, $x$ changes by a factor of 1.5, and $dE/dx$ changes by a factor of 10.

As the amount of $^3$He in the chamber is decreased, the likelihood of a neutron being captured away from the upstream wall becomes greater. It then becomes possible for both ions to deposit energy. Continua begin to form at energies above both spikes. These new continua correspond to events where one ion deposits all of its energy and the other is able to deposit some of its energy. A third spike begins to develop at 764 keV, the sum of both ions’ energies. This spike corresponds to the situation where the ions travel parallel to the walls and deposit all of their energy.

As the amount of $^3$He is decreased further, it can be seen that events that were concentrated into the lower energy spikes and proton continuum become spread out throughout the histogram and into the third spike. For example, the lower edge of the proton continuum becomes spread over a range of higher energies. This shift of the lower edge is probably due to the energy dependence of $S(E)$ (see figure 3.6). As the $^3$He content is decreased, some events that corresponded to protons starting at one wall and stopping at the other become replaced by ion pairs that start at the center of the chamber and hit both walls. The integral of $S(E)$ over the ions’ paths is larger in the case of events involving both ions. The extent of this shift has not been verified quantitatively, but it makes sense to expect the lower edge of the proton continuum to spread out into events involving either one or
both ions. Furthermore, those involving both ions should shift to higher energies.

The energy distributions that are shown in the top half of figure 3.7 correspond to one neutron capture per binned event. The beam monitor data for NPDGamma contain the current signal from a large number of neutrons integrated over a time bin. It may therefore be useful to study the distribution of $E_{dep}$ per neutron in the case where several neutrons are detected at once. For the purposes of this analysis, an event of neutrons detected together is called a pulse.

A histogram similar to those shown in the top half of figure 3.7 was used as a parent distribution. A number $n$ of neutrons was created per pulse so that an average value $\bar{E}_{dep,j} = \sum_i^n E_{dep,i}/n$ could be determined for the $j^{th}$ pulse. A total number of $N$ pulses was thus created, in order to fill a histogram representing the distribution of $\bar{E}_{dep}$ for a given value of $n$. Histograms were filled for various values of $n$.

At this point a distinction of the different quantities involved is useful for purposes of clarity. $E_{dep}$ is the energy deposited by a neutron in the monitor and can vary from neutron to neutron. The distribution of $E_{dep}$ for an infinite number of neutron captures has average value $\bar{E}_{dep}$ and standard deviation $\sigma_{E_{dep}}$. For a single pulse comprising a total of $n$ neutron captures, $E_{dep}$ has an average value of $\bar{E}_{dep}$. The distribution of $\bar{E}_{dep}$ for an infinite number of pulses also has average value $\bar{E}_{dep}$, but has a different standard deviation of $\sigma_{\bar{E}_{dep}}$.

The lower half of figure 3.7 shows how the distribution of $\bar{E}_{dep}$ takes on a more symmetric form as $n$ becomes larger. In fact, as $n$ increases, the $E_{dep}$ distribution approaches a Gaussian in shape. This is illustrated qualitatively in figure 3.7 by the fact that the distribution begins to look similar to a parabola when the vertical scale is logarithmic. These plots are still slightly asymmetric, however, in favor of the higher energy side of the distribution.

Figure 3.8 shows plots of the $\bar{E}_{dep}$ distribution for larger values of $n$. These histograms were fit to Gaussians in order to observe the dependence of the nature of the Gaussian on $n$. The Gaussian fits were carried out by searching a three-dimensional grid in the parameter space spanned by $A$, $\sigma_{\bar{E}_{dep}}$ and $\bar{E}_{dep}$, the parameters of the Gaussian expression $g(\bar{E}_{dep})$. 

The distribution for several captures at a time
given by:

\[ g(\bar{E}_{\text{dep}}) = \frac{A}{\sqrt{2\pi}} \exp \left[ - \left( \frac{\bar{E}_{\text{dep}} - \bar{E}}{\sigma_{\text{dep}}} \right)^2 \right] . \]  \hspace{1cm} (3.28)

The fit corresponds to the grid point that allowed for the minimum \( \chi^2 \). The error in each of the parameters was taken to be the variation that would cause the \( \chi^2 \) per degree of freedom \( (\chi^2/dof) \) to increase by one (if best \( \chi^2/dof \leq 1 \)) or to double (if best \( \chi^2/dof > 1 \)). Using this method it was determined that \( \bar{E}_{\text{dep}} = 491.6 \pm 0.1 \) keV and \( \sigma_{E_{\text{dep}}} = 206 \pm 3 \) keV, where the uncertainties are entirely statistical. Note however that this value corresponds to a mixture of gases that is different from the mixture present in the beam monitors. For the value corresponding to the true mixture, see page 82.

3.2.6 Sources of uncertainty

The uncertainties in the calculation of \( \bar{E}_{\text{dep}} \) and \( \sigma_{\bar{E}_{\text{dep}}} \) have been until now entirely from counting statistics. A consideration of other sources of uncertainty follows.

**edge effects at the electrode boundaries**

The importance of the fringe fields at the boundaries of the electrodes have not yet been considered in detail. If significant, the existence of the boundaries would alter the effective value of \( \bar{E}_{\text{dep}} \) since charge created far enough from the boundaries would see no field and would therefore not be collected. In order to address this question, two calculations were done: one with walls at the boundaries of the 12 cm square electrodes and one without. Beyond these walls, neutrons were not allowed to deposit any more energy. The calculation with walls at 4800 neutrons per pulse yielded \( \bar{E}_{\text{dep}} = 491.57 \pm 0.06 \) keV and \( \sigma_{\bar{E}_{\text{dep}}} = 2.97 \pm 0.04 \) keV (the results stated on page 78 and in figure 3.8 were done with walls). The calculation without the walls yielded \( \bar{E}_{\text{dep}} = 491.96 \pm 0.06 \) keV and \( \sigma_{\bar{E}_{\text{dep}}} = 2.98 \pm 0.05 \) keV. The uncertainties are entirely statistical. The difference between these two results is small in comparison to other effects that will be discussed, and is therefore neglected.
Figure 3.8: When enough neutrons are captured in the monitor at once, the distribution for the average energy deposited per neutron, $E_{dep}$, is Gaussian. The gas pressures that were used in the calculation that produced this figure are slightly higher than the values that were later measured. The values that correspond to the measured pressures are given on page 82.

The high voltage

One of the assumptions of this calculation was that the high voltage electrodes do not affect the energy deposited by the ions. In reality, an ion’s energy will be determined by the electric field. Attempts to calculate the importance of this effect precisely are complicated by the difficulty of calculating each ion’s trajectory individually. Such calculations were avoided since they would have been much more computationally demanding.

The electric field can change the energy of the ions, thus affecting how much energy they deposit. However, due to the fact that the potential difference across the plates is 3
kV, and that the charge on each of the ions is $e$, the maximum energy that either ion can gain or lose due to the electric field is 3 keV.

The electric field can also affect the stopping power of the gas, which is energy dependent. However, for ions with energies that are significant for this calculation, the stopping powers can be considered constant for a change in energy of a few keV. The stopping powers change more considerably over the keV range for ions that themselves have keV energies, but such ions do not have enough energy remaining to be of importance to the calculation.

The electric field can also affect the trajectories of the ions, thus determining how far they will travel before hitting an electrode. Once again, however, ions of significant energy will not be deflected in a significant way by a 3 kV field. This effect was investigated by computing the path length of an ion’s parabolic trajectory in the electric field alone and using the stopping power to estimate the difference in deposited energy that would arise from correcting for the different path length. The result was found to be much less than 3 keV per ion.

The behaviour of the ions is therefore consistent with the Monte Carlo for energies that are significantly greater than the potential energy associated with the field. The case in which both ions would change the result by the maximum amount each is expected to be rare. The uncertainty in $E_{\text{dep}}$ and $\sigma_{E_{\text{dep}}}$ from this effect was therefore taken to be 3 keV.

**ion ranges and placement of the electrodes**

The distance that an ion travels before being stopped by an electrode or by the gas plays an important role in the determination of $E_{\text{dep}}$. The uncertainty in $E_{\text{dep}}$ must therefore be dependent on an uncertainty in this distance, which can be broken into two independent components: 1) imprecision in the placement of the electrodes; and 2) lack of knowledge of the ion’s mean range in the gas.

The drawings from LND inc. state the positions of the electrodes to within 0.1 mm, which corresponds to a 1% uncertainty in the interelectrode gaps. The Monte Carlo was rerun with the electrode spacing at 0.96 cm and at 1.02 cm. With the walls spaced 0.96 cm the result was $E_{\text{dep}} = 485.13 \pm 0.06$ keV and $\sigma_{E_{\text{dep}}} = 203.29 \pm 0.05$ keV. With the walls
spaced 1.02 cm the result was $E_{\text{dep}} = 497.61 \pm 0.06$ keV and $\sigma_{E_{\text{dep}}} = 202.88 \pm 0.05$ keV. This gives rise to a variation of $\pm 0.5\%$.

According to table 3.2, SRIM calculates the ranges to be 16.2 mm for the proton and 4.8 mm for the triton. This compares to the Monte Carlo which gives 16.4 mm and 5.2 mm. Since the two programs use the same stopping power data, and since the algorithm for determining the range is rather straightforward, it is not known why there would be a discrepancy in the value for the triton. In order to account for the discrepancy, the Monte Carlo was rerun with the triton range set at 4.8 mm. Energy deposited as a function of distance was changed by rescaling all triton distances linearly so that the maximum range was 4.8 mm instead of 5.2 mm.

With the ranges unchanged from their amounts calculated in the Monte Carlo, the result was $E_{\text{dep}} = 491.38 \pm 0.08$ keV and $\sigma_{E_{\text{dep}}} = 203.11 \pm 0.07$ keV. With the ranges forced to values that are output by SRIM, the result was $E_{\text{dep}} = 494.82 \pm 0.08$ keV and $\sigma_{E_{\text{dep}}} = 203.226 \pm 0.070$. This corresponds to a variation in $E_{\text{dep}}$ of $\pm 0.7\%$.

Another uncertainty related to the range of the ions is introduced by straggling. According to the data in table 3.2, the proton’s and triton’s range are uncertain due to straggling by about 5 and 8% respectively. This effect was not studied for reasons mentioned on page 70, and since the uncertainty in $\sigma_{E_{\text{dep}}}$ is not of importance.

**uncertainties in the SRIM data**

The primary source of data for this Monte Carlo was the SRIM simulation package. There is a wealth of experimental data that have been compared to the SRIM calculations [63]. For protons and tritons in helium, the average deviation of the calculations from these data is 5.2%. For protons and tritons in nitrogen, the average deviation is 2.9%. These deviations tend to occur on both sides of the calculation and are at the level of scatter that exists in the data themselves. Furthermore, a large part of the deviations in the helium data are due to some data sets that are in gross disagreement with the other measurements. From these observations, it has been assumed that the SRIM calculations are correct to within 2 \%.
gas contents of the monitor, neutron energy

The calculations until now have been done using a monitor that contains 4 % $^3$He, 46 % $^4$He and 50 % N$_2$, with a total pressure of 1 atm at 0° C. The actual contents of the monitors differ from this, however. It was learnt from an LND representative that the pressure to which the monitors are filled is determined by the ambient temperature. Assuming that the monitors were filled indoors, a more likely total content would therefore be 0.9 amagats (an amagat is the density of an ideal gas at STP). A fluctuation of ±10° C could then give rise to a variation of ±3 % in the total gas density of the monitors.

By keeping a constant weighting of 1:1 by number density of helium atoms to nitrogen molecules, and by allowing the total density to vary from 0.86 amagats to 0.94 amagats, $E_{dep}$ was found to vary from 459.78 ± 0.06 keV to 478.46 ± 0.06 keV, a variation of ±2 %.

Another possible source of variations in $E_{dep}$ is the type of helium that is present. Since higher concentrations of $^3$He (or lower neutron energies) have a tendency to cause neutron captures to occur closer to the upstream wall, the average deposited energy might change. This effect was investigated. $E_{dep}$ of a monitor containing 0.45 amagats of $^3$He and 0.45 amagats of N$_2$ was calculated to be 469.32 ± 0.06 keV, using the same seed for the random number generator. $E_{dep}$ of a monitor containing 0.03 amagats of $^3$He, 0.42 amagats of $^4$He and 0.45 amagats of N$_2$ was also calculated to be 469.32±0.06 keV. This number corresponds to calculations of a 10 meV neutron. It was also confirmed that varying neutron energy to 100 eV had no effect on $E_{dep}$.

3.2.7 The final result

Combining the aforementioned uncertainties in quadrature yields a final value for the uncertainty in $E_{dep}$. The average energy deposited per n-$^3$He charge exchange event in the NPDGamma beam monitors is calculated to be $E_{dep} = 470 ± 20$ keV. The standard deviation is $\sigma_{E_{dep}} = 200$ keV and has an uncertainty that is not of importance.
3.3 Beam Monitor Thickness Measurements

3.3.1 Introduction to this section

An important aspect of understanding the NPDGamma beam monitors involves knowledge of the amount of $^3$He that they contain. The $^3$He content determines the fraction of the incident beam that the monitors absorb and, if $E_{dep}$ and $W$ are known, allows for an exact conversion of monitor signal to beam flux. A study was therefore carried out to measure the $^3$He content (also sometimes referred to as the $^3$He thickness) of the beam monitors. This section discusses that study.

The beam monitors can be grouped into three types: those specified at 0.03 atm $^3$He (the thin monitors), those specified at 0.5 atm $^3$He (the thick monitors), and the TRIPLE monitor which was specified at 1 atm $^3$He. These three types of monitor were treated differently when carrying out this study.

3.3.2 The Method

Since the cross-section of the $n + ^3$He reaction is large and well determined, a measurement of the beam transmission of the monitors gives a good first estimate of the amount of $^3$He that they contain.

However, to determine the $^3$He concentrations from this transmission method alone would impose uncertainties due to the unknown transmission of the aluminum walls and electrodes. This observation is particularly true for the thin monitors, since a significant fraction of their attenuation arises from aluminum, but it is not of serious concern for the other three monitors. Cross-section data were not used to account for the aluminum since the concentrations of a large number of impurities are not predictable.

Ideally, an extra beam monitor would have been made from the same batch as the others, and filled with only nitrogen and $^4$He. Such an extra monitor does not exist, so a method was developed that allows the $^3$He content to be measured without having to correct for the aluminum, but which unfortunately still leaves a rather large uncertainty in the case of the thin monitors.
This section on beam monitor thickness measurements is divided into several subsections. First, the method that was used to determine the beam monitor thicknesses is explained in more detail. This method has two separate stages which are introduced in turn. The analysis and results are then discussed. Finally, a second method that determines the $^3$He content by correcting for the aluminum is used as a consistency check. The aluminum correction is carried out using the measured transmission of a separate block of aluminum alloy.

**Stage One: Transmission Measurements**

Stage one consists of simply measuring the transmission of neutrons through the beam monitors. These measurements were carried out using the beam monitors themselves, by the method that was described on page 61.

The goal of this stage of the analysis is to divide the transmission of a thick monitor by the transmission of a thin monitor. It is assumed that the thick and thin monitor were made from the same batch of aluminum. This result therefore gives knowledge of what the transmission of the thick monitor would be if everything contained in the thin monitor were to be removed from the thick monitor. Since the two types of monitor are identical in construction except for differing quantities of $^3$He and $^4$He, and since $^4$He has a negligible cross section, the end result of stage one is the transmission of the difference in $^3$He between the two monitors.

Let the prime denote a thick monitor and let the unprime denote a thin monitor. The quantity that is determined in this stage of the analysis will be referred to as $\tilde{T}_3$, defined by:

$$\tilde{T}_3 = T'_3/T_3,$$

where $T'_3$ is the transmission of one of the 1 cm gaps of $^3$He of the thick monitor, and $T_3$ is the transmission of one of the 1 cm gaps of the thin monitor. A transmission measurement is performed of the whole monitor, not of an individual gas gap, but the transmission of a single gap is more convenient for the analysis that follows which makes use of equation (3.30).
Stage Two: Relative Signal Measurements

In stage two, the ratio between the signal strengths of different monitors at the same flux is compared. This comparison is useful since the signal strength has a known dependence on $^3$He concentration.

An expression for the signal from a beam monitor was derived in section 3.1.4. It was determined that complications from scattering or absorption in the aluminum walls and electrodes are not of importance when comparing the ratios between monitor signals (see page 97). The relevant expression for the pedestal-subtracted signal out of a beam monitor preamplifier then becomes:

$$V = NT_1T_2(1 + T_3)(1 - T_3)\frac{E_{\text{dep}}}{W}eR,$$

(3.30)
of which all the parameters were defined in the discussion leading up to equation (3.7).

It is useful to start by assuming that the $^3$He content of a thick monitor has already been determined and that the $^3$He content of a thin monitor remains to be determined. Let the voltage signals of the two monitors be normalized to the same beam flux. It follows from equation (3.30) that knowledge of the ratio between thick and thin monitor signals allows for a determination of the amount of $^3$He in the thin monitor, as expressed by:

$$T_3(1 - T_3)(1 + T_3) = r \left(\frac{V}{V'}\right) T'_3(1 - T'_3)(1 + T'_3).$$

(3.31)
The factor $r$, defined by:

$$r = \frac{W}{W'} \frac{E_{\text{dep}}'}{E_{\text{dep}}},$$

(3.32)
is expected to be close to unity since $E_{\text{dep}}$ and $W$ are expected to be the same for the two monitors. When comparing signals from the two beam monitors, the same preamplifier and high voltage setting were used.

Equation (3.31) is not useful on its own, due to the fact that the actual transmission, $T'_3$, of the thick monitor is not known. It is necessary to introduce the analysis from stage one in which the quantity $\widetilde{T}_3$ was determined. Equation (3.31) thus yields:

$$(1 - T_3)(1 + T_3) = r \left(\frac{V}{V'}\right) \widetilde{T}_3(1 - T_3\widetilde{T}_3)(1 + T_3\widetilde{T}_3).$$

(3.33)
From equation (3.33), it is possible to algebraically solve for $T_3^2$ in terms of known quantities. The positive root of that solution is given by:

$$T_3 = \sqrt{\frac{1 - r(V/V')T_3}{1 - r(V/V')T_3^3}}$$

(3.34)

It is therefore possible to determine $T_3$. Once $T_3$ has been determined, determination of $T_3'$ is a matter of applying equation (3.29).

### 3.3.3 The Setup

Figure 3.9 shows the setup that was used to make the monitor thickness measurements. Up to three beam monitors were placed in the beam at once, and data were recorded from all of them. These measurements were made in the NPDGamma experimental cave on Flight Path 12 at LANSCE. During these measurements, the locations and properties of the preamplifiers were left unchanged while the beam monitors were switched in and out of the three positions.

Since the frame overlap chopper was not in use for this analysis, a thick monitor was used at position 1 for all of the measurements. Half of an atmosphere of $^3$He at 20 °C absorbs 90 % of overlapping neutrons at 30 ms after t-zero. Since the signal that is analyzed is the signal from the monitor at positions 2 or 3, this measure simplifies the analysis at long times of flight where the contribution from overlapping neutrons is small.

To convert the monitor signals into $^3$He concentrations, it is necessary to know the distance to the source from the monitor that is producing the signal. Measurements were therefore made of the positions of the monitors relative to each other and to the end of the neutron guide. These measurement are illustrated and recorded in figure 3.9.

The frame overlap chopper was not in use for the monitor thickness measurements. As a result, the correspondence between time of flight and energy is only applicable when the contribution to the signal from the low energy overlap is small. In order to deal with this situation, a thick monitor was used at position 1 in figure 3.9 at all times. Since low energy neutrons are preferentially absorbed in the monitors, this measure limited the overlap visible at positions 2 and 3 to short times of flight. The longer times of flight were then made use
Figure 3.9: The monitor thickness measurements setup. The position of the face of each monitor was extended sideways using a straight edge and marked on either side of the holding field coils, at the locations marked by an x. The straight edge used was the flat side of a bubble level. The distance from the source to the end of the beam guide is 21.00 meters. Since the frame overlap chopper was not in use for this analysis, a thick monitor was used at position 1 for all of the measurements.

of by setting the 10 ms break in data acquisition (see page 59) to occur in the time of flight range from 48.0 ms to 8.0 ms. Data were therefore taken in the range from 8.2 ms to 47.8 ms.

The position of each monitor is given by the position of its collection electrode. All of the monitors (except the TRIPLE monitor, but this is irrelevant to the analysis) are 2 inches thick, and the collection electrode is in the center of the monitor. The monitor position data can thus be condensed from figure 3.9 to table 3.3. The uncertainties in these positions are assumed small enough that they can be ignored without any effect on the final result.
<table>
<thead>
<tr>
<th>monitor</th>
<th>distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>21.04</td>
</tr>
<tr>
<td>M2</td>
<td>21.13</td>
</tr>
<tr>
<td>M3</td>
<td>21.60</td>
</tr>
</tbody>
</table>

Table 3.3: The beam monitor position data condensed from diagram 3.9. Distances shown are from the moderator to a monitor’s collection electrode.

**Stage One: Transmission Measurements**

Since Flight Path 12 views a pulsed beam, it is possible to measure the transmission of the beam as a function of time of flight. Given the measured transmission of some $^3\text{He}$, it is thus possible to fit the data to an expected theoretical curve and extract the total areal density of the $^3\text{He}$.

The $^3\text{He}$ cross section for low energy neutrons is known to be inversely proportional to neutron speed $v$, with a proportionality constant that is experimentally well determined (see section 3.1.2). The neutrons that are viewed by the NPDGamma apparatus are of sufficiently low energy for the cross section to show this energy dependence in all time bins except the first (neutrons that arrive in the second time bin already have energies of less than 15 eV). Since velocity is proportional to time of flight $t$, and since beam transmission $T$ decays exponentially with increasing cross section $\sigma$, the logarithm of the transmission of $^3\text{He}$ increases linearly with time of flight. These concepts are expressed in equations (3.35) to (3.37).

$$\sigma \propto t \quad (3.35)$$

$$T = exp(-n\sigma) \quad (3.36)$$

$$ln(T) = -n\sigma \propto t \quad (3.37)$$

With the monitors at positions 1 and 3 (see figure 3.9) left unchanged, data runs were taken with and without the middle monitor in the beam. This procedure is carried out according to the method for transmission measurements that is explained in section 3.1.8.
The arrangements that were used are shown in table 3.4.

<table>
<thead>
<tr>
<th>run number</th>
<th>position 1</th>
<th>position 2</th>
<th>position 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1319</td>
<td>prototype</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td>1340</td>
<td>prototype</td>
<td>air</td>
<td>55</td>
</tr>
<tr>
<td>1309</td>
<td>53</td>
<td>55</td>
<td>54</td>
</tr>
<tr>
<td>1291</td>
<td>53</td>
<td>air</td>
<td>54</td>
</tr>
<tr>
<td>1313</td>
<td>prototype</td>
<td>53</td>
<td>55</td>
</tr>
<tr>
<td>1340</td>
<td>prototype</td>
<td>air</td>
<td>55</td>
</tr>
<tr>
<td>1289</td>
<td>53</td>
<td>prototype</td>
<td>54</td>
</tr>
<tr>
<td>1291</td>
<td>53</td>
<td>air</td>
<td>54</td>
</tr>
<tr>
<td>1279</td>
<td>53</td>
<td>TRIPLE</td>
<td>54</td>
</tr>
<tr>
<td>1291</td>
<td>53</td>
<td>air</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 3.4: Data-taking arrangements for stage one of the method. Data runs for this stage were taken in pairs. The first run of each pair has a monitor at position 2 for which the transmission is being determined. For the second run the monitor at position 2 is removed. The signal at position 3 therefore changes as determined by the attenuation of the monitor at position 2. The positions are as shown in figure 3.9. Thick monitors are indicated by bold type and thin monitors are indicated by italics. The descriptors 53, 54 and 55 are the last two digits of a monitor’s serial number, as shown in table 3.1. Pedestal runs were also taken. Pairs of monitor transmission runs (for example runs 1313 and 1309) were also used to determine the relative transmission of two monitors. The results of these measurements are shown in table 3.6

The aluminum also contains materials that have absorption cross sections, which are similarly proportional to time of flight. For low energies, the absorption cross sections dominate. At higher energies, attenuation in the aluminum is dominated by scattering, which is roughly independent of energy. Bragg scattering, enhanced attenuation that occurs at specific times of flight, is also present in the aluminum transmission spectrum.
Stage Two: Relative Signal Measurements

With the monitor at position 1 left unchanged, the monitor at position 2 was switched. The two separate signals at position 2 were then compared to each other by normalization to the signal at position 1, hence yielding $V/V'$ from equation (3.34). Table 3.5 shows the arrangements under which data were taken during this stage of the measurements.

<table>
<thead>
<tr>
<th>run number</th>
<th>position 1</th>
<th>position 2</th>
<th>position 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1319</td>
<td>prototype</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td>1313</td>
<td>prototype</td>
<td>53</td>
<td>55</td>
</tr>
<tr>
<td>1324</td>
<td>prototype</td>
<td>55</td>
<td>air</td>
</tr>
<tr>
<td>1313</td>
<td>prototype</td>
<td>53</td>
<td>55</td>
</tr>
<tr>
<td>1309</td>
<td>53</td>
<td>55</td>
<td>54</td>
</tr>
<tr>
<td>1289</td>
<td>53</td>
<td>prototype</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 3.5: Data-taking arrangements for stage two of the method. Data runs were again taken in pairs. The beam monitor at position 2 is changed in order to observe the relationship between the signal in a thick monitor and the signal in a thin monitor. The monitor at position 3 is irrelevant. The monitor at position 1 is also not of importance, provided it is not changed between the two measurements. The positions are as shown in figure 3.9. Thick monitors are indicated by bold type and thin monitors are indicated by italics. The descriptors 53, 54 and 55 are the last two digits of a monitor’s serial number, as shown in table 3.1.

It is important to note that the relative signal measurements, which were made using monitors at position 2, are viewed at a different distance from the source than the transmission measurements, which were made using monitors at position 3. For a given time of flight, the cross section that determines the measured $V/V'$ is therefore different than the cross section that determines the measured $\tilde{T}_3$.

When analyzing the measurements of $\tilde{T}_3$ for comparison to $V/V'$ via equation (3.34), $\tilde{T}_3$ was therefore adjusted to the value that would be viewed at position 2. $\tilde{T}_3$ at position 2 is slightly larger than at position 3, as determined by the dependence of $\sigma$ on $L$ that is given
3.3.4 The Analysis

Stage One: Transmission Measurements

During this stage of the analysis, the transmission of each of the beam monitors was determined individually.

It is also worth noting that the data shown in all of the monitor thickness measurements are averaged over a small number (tens) of beam pulses. Statistical variations in the signal are more important than systematic variations. The error bars shown in the plots of data from monitor thickness measurements are therefore entirely statistical.

Figure 3.10 shows a plot of the logarithm of the measured transmission of one of the thin monitors. This measurement includes the transmission of the aluminum electrodes and walls.

Figure 3.11 shows a plot of the logarithm of the measured transmission of one of the thick monitors. Shown is the transmission of the monitor as a whole, as well as the transmission with the contents of a thin monitor removed.

Similar linear fits were carried out for all of the transmission measurements that are shown in table 3.4. The results of these measurements are summarized in table 3.6.

Stage Two: Relative Signal Measurements

\( \widetilde{T}_3 \) and \( V/V' \) having been measured, it is possible, by assuming a value of \( r \) and by applying equations (3.29) and (3.34), to determine the thicknesses of both thick and thin monitors.

Propagation of uncertainties will now be discussed. Since the uncertainties in \( \widetilde{T}_3, V/V' \) and \( r \) are uncorrelated, the uncertainty in \( T_3 \) can be expressed using equations (3.38) to (3.42) where \( S = r (V/V') \). Equation (3.38) follows from equation (3.34), and equation (3.40) follows from the assumption that \( r \) is approximately unity.

\[
\delta T_3^2 = \left( \frac{\partial T_3}{\partial S} \right)^2 \delta S^2 + \left( \frac{\partial T_3}{\partial \widetilde{T}_3} \right)^2 \delta \widetilde{T}_3^2 \quad (3.38)
\]
Figure 3.10: The transmission measurement of a thin monitor, from stage one of the thickness measurements. This thin monitor is serial number 084154. The slope and intercept are for a least squares fit to the data beyond a time of flight of 29 ms. The drop in transmission at 22 ms arises as a result of Bragg scattering from the aluminum windows. The frame overlap chopper was not in use when these data were taken.

\[
\delta \left( \frac{\delta T_3}{T_3^4} \right) = \frac{\frac{\partial T_3}{\partial S}}{2T_3(1 - ST_3^3)^2} = \frac{3ST_3^2(1 - ST_3) - S(1 - ST_3^3)}{2T_3(1 - ST_3^3)^2}
\]
The transmission measurement of a thick monitor, from stage one of the thickness measurements. This thick monitor has serial number 084153. The first curve shows the transmission data for the thick monitor alone. The second curve shows the transmission of the thick monitor, divided by the transmission of a thin monitor. This thin monitor has serial number 084154, and its data used here are the same as those shown in Figure 3.10. The linear fits were for times of flight greater than 29 ms. The frame overlap chopper was not in use when these data were taken, which explains the deviation from the straight line at short times of flight. Structures common to the transmission spectra for the two monitors, such as enhanced attenuation due to Bragg scattering in the aluminum, are not present in the ratio, justifying the assumption that the two monitors are made from the same batch of material.

$\bar{T}_3$ arises due to the fact that the spacing of the electrodes might not be uniformly divided over the width of the monitor. The ratio $[V/V']$ is determined time bin by time bin, directly from the beam monitor voltage measurements.

The factor $r$ is assumed to be close to unity since the stoichiometric makeup by chemical element is assumed to be similar for any two chambers (the TRIPLE monitor is not involved
Table 3.6: A summary of beam monitor transmission measurements. Columns 3 and 4 show the results of a linear least squares fit to the natural logarithm of the transmission. The transmission of item 2 was divided out from the transmission of item 1. Thick monitors are indicated by bold type and thin monitors are indicated by italics. The descriptors 53, 54 and 55 are the last two digits of a monitor’s serial number, as shown in table 3.1. Because of the quality of the fits, the uncertainties in these results are determined from the fits themselves. Slopes corresponding to pure $^3\text{He}$ can be converted to a $^3\text{He}$ areal density using equation (3.3), and the M3 distance provided in table 3.3.

<table>
<thead>
<tr>
<th>item 1</th>
<th>item 2</th>
<th>intercept</th>
<th>slope (ms$^{-1}$)</th>
<th>$\chi^2$/d.o.f.</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>air</td>
<td>-0.0017 $\pm$ 0.0009</td>
<td>-0.00289 $\pm$ 0.00003</td>
<td>0.6</td>
</tr>
<tr>
<td>55</td>
<td>air</td>
<td>0.0076 $\pm$ 0.0050</td>
<td>-0.00327 $\pm$ 0.00014</td>
<td>2.0</td>
</tr>
<tr>
<td>53</td>
<td>air</td>
<td>0.0045 $\pm$ 0.0014</td>
<td>-0.02912 $\pm$ 0.00004</td>
<td>0.7</td>
</tr>
<tr>
<td>53</td>
<td>54</td>
<td>0.0059 $\pm$ 0.0017</td>
<td>-0.02622 $\pm$ 0.00005</td>
<td>0.5</td>
</tr>
<tr>
<td>53</td>
<td>55</td>
<td>-0.0056 $\pm$ 0.0040</td>
<td>-0.02578 $\pm$ 0.00011</td>
<td>1.6</td>
</tr>
<tr>
<td>53</td>
<td>prototype</td>
<td>0.0040 $\pm$ 0.0041</td>
<td>-0.00140 $\pm$ 0.00012</td>
<td>1.4</td>
</tr>
<tr>
<td>prototype</td>
<td>air</td>
<td>-0.0024 $\pm$ 0.0044</td>
<td>-0.02765 $\pm$ 0.00013</td>
<td>1.5</td>
</tr>
<tr>
<td>prototype</td>
<td>54</td>
<td>-0.0003 $\pm$ 0.0038</td>
<td>-0.02477 $\pm$ 0.00011</td>
<td>1.3</td>
</tr>
<tr>
<td>prototype</td>
<td>55</td>
<td>-0.0099 $\pm$ 0.0050</td>
<td>-0.02438 $\pm$ 0.00015</td>
<td>0.2</td>
</tr>
<tr>
<td>TRIPLE</td>
<td>air</td>
<td>-0.0220 $\pm$ 0.0073</td>
<td>-0.05429 $\pm$ 0.00022</td>
<td>1.3</td>
</tr>
</tbody>
</table>

in the relative signal analysis). However, it is understood that the contents of the chambers vary, and as such, $r$ will vary. This variation in $r$ is due separately to variations in $W$ and in $E_{dep}$.

The $W$ value of a mixture of gases can be determined as a weighted average of the individual values $W_i$ of its $n$ constituents:

$$W = \frac{\sum_i^n f_i P_i W_i}{\sum_i^n f_i P_i},$$  \hspace{1cm} (3.43)

where $P_i$ is the partial pressure of the $i^{th}$ constituent, and $f_i$ is a weighting factor [66]. A large contribution to the variation in the gas contents is assumed to be due to variations in
the ambient temperature at the time of filling. Since the density of an ideal gas at constant pressure is proportional to temperature, a change in temperature will affect the total gas density but will not affect the fractional representation of constituent densities. As a result, variations in temperature at the time of filling are not expected to affect $W$ to a large extent. However, variations in $W$ may be caused by inconsistencies at the time of filling. Assuming the values of 42.7 eV for He and 36.5 eV for N$_2$ that are given on p. 42 of [59], assuming that $f_i$ is on the order of unity, and assuming that variations in partial pressures are not greater than 5 %, this gives rise to an uncertainty in $W/W'$ that is around ±4 %.

Not all of the uncertainties in the $E_{dep}$ calculation need to be considered for an uncertainty in $E_{dep}/E_{dep}'$. This is because some sources of uncertainty such as the existence of the high voltage are expected to contribute equally for both monitors. The only sources of uncertainty that are related to variations from monitor to monitor are the placement of the electrodes and the total pressure. The uncertainty in $E_{dep}/E_{dep}'$ was thus assumed to be 3 %. Adding the uncertainties for $W/W'$ and $E_{dep}/E_{dep}'$ in quadrature, the relative uncertainty $\delta r/r$ is 0.04.

The results from application of equations (3.29) and (3.34) are recorded in table 3.7. The $^3$He contents are averages that were calculated over 47 time bins from 29.0 ms to 47.8 ms. The relative uncertainty over this range was constant and the variations in $T_3$ and $T_3'$ were small compared to the uncertainties. The uncertainties from time bin to time bin are not independent of each other so were not reduced during the averaging.

### 3.3.5 The transmission of aluminum

The $^3$He contents of the beam monitors have now been measured using a combination of transmission and relative signal measurements. In this second method, the transmission of an aluminum block is used to correct for the portion of the monitor’s transmission that arises from the aluminum, and thus to verify the accuracy of the analysis in section 3.3.4.

The same setup that is displayed in figure 3.9 was used for this measurement, with the monitor at position 2 replaced by a 1.035” wide block of 6061 aluminum alloy. The block had 6061 stamped on it, by the manufacturer or distributor. The width of the block was
Table 3.7: The $^3$He contents of the NPDGamma beam monitors from a combination of transmission and relative signal measurements. Each row of this table corresponds to a pair of monitors that was used in one set of relative signal measurements. The $^3$He contents are areal number densities for one gap between electrodes (specified at 9.9 mm wide). The areal densities are calculated using the transmissions $T_3$ and $T_0^3$; the known distance of M2 from the source; and equation (3.3). The slope at M3 is calculated using equation (3.3) and the M3 distance, and is shown for comparison with table 3.6. Monitors 55 and 53 are listed twice since, as a consistency check, their signals were compared to more than one monitor (in the case of monitor 55, the result ended up being the same). Note that one mole of ideal gas at $0 \degree C$ has a number density of $2.687 \times 10^{25}$ atoms/m$^3$ per atmosphere.

<table>
<thead>
<tr>
<th>thin monitor</th>
<th>$^3$He content (10$^{22}$ m$^{-2}$)</th>
<th>slope at M3 (ms$^{-1}$)</th>
<th>thick monitor</th>
<th>$^3$He content (10$^{22}$ m$^{-2}$)</th>
<th>slope at M3 (ms$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>1.01 ± 0.07</td>
<td>0.00055</td>
<td>53</td>
<td>13.1 ± 0.1</td>
<td>0.00710</td>
</tr>
<tr>
<td>55</td>
<td>0.99 ± 0.07</td>
<td>0.00054</td>
<td>53</td>
<td>12.8 ± 0.1</td>
<td>0.00699</td>
</tr>
<tr>
<td>55</td>
<td>0.99 ± 0.07</td>
<td>0.00054</td>
<td>prototype</td>
<td>12.2 ± 0.1</td>
<td>0.00664</td>
</tr>
</tbody>
</table>

determined to be uniform using a pair of calipers. The result of this measurement is shown in figure 3.12.

The measurement in figure 3.12 corresponds to a distance from the source of 21.60 m, the same as for the measurements recorded in tables 3.6 and 3.7. Table 3.8 shows the transmission measurements from table 3.6 corrected for the presence of the aluminum. The corrected data were arrived at by subtracting a fraction 0.133 of the aluminum slope from the monitor slope. The factor 0.133 corresponds to the ratio between the total width of aluminum in a beam monitor and the width of the block.

In table 3.8, the aluminum-corrected data are compared to the relative signal data from table 3.7. The comparison demonstrates good agreement between the two sets of results. It was concluded that the composition of the block corresponds well to the composition of the aluminum in the monitors.

A discrepancy exists in table 3.8 between the second and third columns for monitor 55.
A Measurement of the Transmission of Aluminum

Figure 3.12: A transmission measurement of a 1.035” wide block of 6061 aluminum alloy. A fit to the data at times of flight greater than 29 ms gives $\ln(T) = -(0.0047 \pm 0.0001) (t/\text{ms}) - (0.012 \pm 0.005)$ with reduced $\chi^2 = 1.7$. The frame overlap chopper was not working when this measurement was made. The large dip at 22 ms occurs due to enhanced attenuation as a result of Bragg scattering from the crystalline aluminum. A Bragg edge at the same time of flight is visible due aluminum in the flight path, as shown in figure 3.15.

Due to the fact that its aluminum-subtracted attenuation is bigger, it seems that monitor 55 has a higher $^3$He content than monitor 54. In such a case, it is still possible for monitor 53 and monitor 54 to have similar flux-normalized signals if monitor 55 contains less nitrogen.

The uncertainty associated with excluding $T_2$ from equation (3.7) was then considered. Using values that have now been measured ($T_3 = 0.974$, $T_3' = 0.711$, $T_2 = 0.991$ and $V/V' = 0.142$ for monitors 54 and 53 at 47 ms), equation (3.31) with $T_2$ included was solved using Newton’s method. The result for $T_3$ differed from the previously recorded
Table 3.8: A comparison of two methods that were used to determine the $^3$He content of the beam monitors. The data shown are the slopes seen at 21.60 m from the source (the M3 distance), in units of s$^{-1}$. The first data column shows the results from table 3.7, which were determined using the relative signal measurements. The second data column shows the results of the aluminum correction to the transmission measurements. The uncertainties shown in the second data column are entirely statistical and do not take into account uncertainties associated with unknown impurities in the aluminum. The agreement is good (except perhaps for monitor 55), and thus it is concluded that the aluminum block is of similar composition to the aluminum in the monitors. Note that an ideal gas at 0°C has a number density of $2.687 \times 10^{25}$ atoms/m$^3$. For a 9.9 mm wide gap at 21.60 m from the beam source, this corresponds to a slope of 14.4 s$^{-1}$.

<table>
<thead>
<tr>
<th>monitor</th>
<th>relative signal</th>
<th>aluminum subtracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>0.55 ± 0.04</td>
<td>0.56 ± 0.01</td>
</tr>
<tr>
<td>55</td>
<td>0.54 ± 0.04</td>
<td>0.66 ± 0.03</td>
</tr>
<tr>
<td>53</td>
<td>7.10 ± 0.05</td>
<td>7.12 ± 0.01</td>
</tr>
<tr>
<td>prototype</td>
<td>6.64 ± 0.05</td>
<td>6.76 ± 0.03</td>
</tr>
<tr>
<td>TRIPLE</td>
<td>not applicable</td>
<td>13.41 ± 0.05</td>
</tr>
</tbody>
</table>

value by less than a tenth of a percent. This conclusion was verified to be independent of whether $T_2$ is caused by absorption or scattering. Ignoring $T_2$ was therefore justified.

3.3.6 Summary

Table 3.9 shows a summary of the results of the beam monitor thickness measurements. In arriving at this table, the relative signal results were used. For monitor 53, the average of the two results was taken, but the uncertainty was not reduced.

The relative signal method was not used for the TRIPLE monitor since doing so would require a more detailed knowledge of $W/E_{dep}$ for the different gas mixtures. However, since
the TRIPLE monitor contains a large amount of $^3$He, its transmission is not affected greatly by the aluminum that it contains. It is thus possible to use transmission measurements alone to determine its $^3$He content. The amount of aluminum was assumed the same as the amounts in the other four monitors, and an uncertainty was added that corresponds to the transmission of this same amount of aluminum.

By comparing tables 3.9 and 3.1, it is possible to compare the specified and measured $^3$He contents. Monitor 53 and the prototype have a partial pressure of approximately half an atmosphere of $^3$He at room temperature, and the TRIPLE monitor contains approximately one atmosphere at room temperature. Furthermore, variations in the contents of these three monitors are around what one would expect from variations in temperature at the time of filling. The thin monitors, however, have a measured content that is 30% higher than the specified content. It is possible that a limitation of the filling valve or pressure gauge does not allow for accurate filling of low pressures.

If similar beam monitors are ordered in the future, and if precise knowledge of the contents is desired, it is recommended to 1) order an extra monitor of identical construction that contains only nitrogen and $^4$He; and 2) explicitly specify the contents to the manufacturer in units of a number density. Also, it should be kept in mind that a large portion of the uncertainty from the relative signal measurements arises from the fact that the nitrogen content has not been measured.
Table 3.9: A summary of the beam monitor thickness measurements. Shown is the content of one 9.9 mm gap of gas in units of \((10^{22} \text{ atoms } ^3\text{He})\text{m}^{-2}\). The first data column shows the measurements that were made using a combination of transmission and relative signal measurements. The second data column shows the results of a separate method that corrected the transmission of the monitors with the transmission of a separate block of aluminum. Except for the entry corresponding to the TRIPLE monitor, the uncertainties in the second data column are entirely statistical. The third data column shows the specified contents as a number density in the same units, corresponding to the pressures in table 3.1 at a temperature of 20 °C.
3.4  Beam Flux Measurements

3.4.1  Beam monitor calibration

Given equation (3.7), it is possible to convert a beam monitor signal into a measurement of beam flux. However, in order to do so, some of the quantities shown in equation (3.7) must be experimentally verified. By viewing the monitor signal under known conditions, it should be possible to determine these quantities and thus to provide a calibration of the monitor.

The original intention was to calibrate the NPDGamma beam monitors at a source of calibrated neutron flux, e.g., at the National Institute of Standards and Technology in Gaithersburg, Md. However, since an absolute calibration of the beam monitors is not important to meet the goals of the NPDGamma experiment, and due to time and budgeting constraints, this option was not pursued.

This section discusses an attempted absolute calibration of M1 using another method. M1 is used since it is mounted directly on the end of the beam guide and therefore sees the entire beam as it exits from the guide, uncollimated and unattenuated. The calibration is carried out by comparing the M1 signal to a Monte Carlo calculation of the absolute flux from the beam guide. A surprising discrepancy remains, however, between the resulting calibration and the expected values of $E_{dep}$, $W$ and $T_3$. This discrepancy is particularly surprising since a calibration was performed using a $^6$Li-doped scintillation counter at another beamline (Flight Path 11 at LANSCE) in 2001 with the prototype monitor and no such discrepancy was observed [67].

The neutrons for the NPDGamma experiment are created when the 800 MeV proton beam, which arrives from the LANSCE storage ring in 250 ns wide pulses at 50 Hz, strikes a tungsten spallation target. The high energy neutrons from this reaction are slowed by backscattering from a liquid hydrogen moderator. Assuming constant spallation target characteristics, constant moderator properties, constant beam transport characteristics, and constant proton energy, the beam flux that is incident on a monitor is expected to be proportional to the flux of the proton beam that is incident on the spallation target.

The flux of the proton beam (the proton current or $I_p$) that strikes the spallation target
is measured in units of $\mu$A. A pulsed signal of frequency proportional to the proton current is sent from accelerator control and received by the NPDGamma data acquisition system. The proton current signal arrives at a rate of 500 Hz per $\mu$A of proton current, and a scaler is used to count proton current pulses for a period of 45 ms per beam pulse. The result is an integer $I_{\text{raw}}$ that is stored in the data files, beam pulse by beam pulse, for later use. Conversion of $I_{\text{raw}}$ to a current in $\mu$A is thus achieved by the following formula:

$$\left(\frac{I_p}{\mu A}\right) = \frac{I_{\text{raw}}}{(500 \text{ Hz})(45 \text{ ms})}.$$  

(3.44)

The hypothesis that beam flux is proportional to the proton current signal from the accelerator control room was tested by observing the dependence of the M1 preamplifier voltage $V_1$ on proton current signal $I_p$ over a range of data runs. M1 was used since it is mounted directly on the end of the beam guide and therefore sees unattenuated beam.

This investigation is summarized in figures 3.13 and 3.14. Figure 3.13 shows $V_1$ at particular time bins normalized to $I_p$, plotted versus the run number. Figure 3.14 shows the proton current plotted versus run number. By visually comparing figures 3.13 and 3.14, it can be seen that variations in the normalized M1 signal are uncorrelated with proton current, indicating a nearly linear relationship between $V_1$ and $I_p$. The proportionality between $V_1$ and $I_p$ appears to be good at the level of $\pm 5\%$.

Given this linear relationship, and assuming that it is valid in general, it is possible to compare the predicted flux from the M1 signal to a previous measurement of the beam flux at Flight Path 12. Figure 3.15 shows the M1 signal from run 2995, a typical data run that was randomly chosen for this purpose. M1 is the monitor with serial number 084154.

Equation (3.7) indicates a linear relationship between the beam flux $N$ that is incident on the face of a monitor and the output voltage $V$ of its preamplifier. For the purposes of calibration, equation (3.7) is restated as equations (3.45) to (3.47).

$$V = NQRP \quad \text{(3.45)}$$

$$Q = T_1 T_2 e E_{\text{dep}} / W \quad \text{(3.46)}$$

$$P = T_3 (1 - T_3^2) \quad \text{(3.47)}$$

$Q$ is ideally independent of the beam monitor, $P$ depends on the monitor’s $^3$He content,
Figure 3.13: Shown plotted in this figure is the M1 signal $V$ (at 21.04 m from the moderator), normalized to 100 $\mu$A beam current $I_p$ (plotted is $V/I_p \times 100 \mu$A), at four different time bins, over a range of data runs. The same preamplifier was used for all of these data runs. This figure shows that $V/I_p$ is stable to within about $\pm$ 5%. The different voltages at different times of flight is explained by the time of flight dependence of the beam flux and of the capture probability in the beam monitors (see figures 2.3, 3.15 and 3.17). The anomaly in the range between run 4000 and run 4250 is explained by the fact that the frame overlap chopper was not working, therefore giving rise to a greater monitor signal, particularly at shorter times of flight. These data runs cover the period of time between March 19th 2004 and April 21st 2004.

and $R$ depends on the preamplifier. $T_3$ and $N$ depend on time of flight while $Q$ and $R$ are independent of time of flight. A factor of $T_2$ has been ignored in the definition of $P$ since doing so introduces an inaccuracy that is negligible compared to the uncertainties.

$E_{\text{dep}}$ was determined in section 3.2.6 to be independent of neutron energy and independent of $^3$He content. $T_1T_2$ is roughly independent of time of flight and differs from unity by less than 2 $\%$, introducing negligible uncertainty.
A determination of $Q$, $T_3$ and $R$ is thus a calibration of a beam monitor. The monitor-dependent quantity $T_3$ was determined in section 3.3. The current section deals with the monitor-independent quantities $R$ and $Q$.

The preamplifier gain $R$ was determined by applying a variable DC voltage $v_1$ across a known resistance $R_S$ and the preamplifier input as shown in figure 3.16. By measuring $v_1, v_2$ and $v_3$ for several values of $v_1$ with a precision voltmeter, $R = (v_3 - v_2)R_S/(v_1 - v_2)$ was determined to be 5.90 MΩ, and independent of $v_1$, with negligible uncertainty.

Figure 3.17 shows a conversion of the data from figure 3.15 to beam flux using equation (3.7). To convert $V$ to a quantity that is proportional to beam flux, $V$ is divided by $RP$. The time of flight dependence of $P$ can thus be observed by comparing figures 3.15 and 3.17. However, the conversion between $V/RP$ and beam flux is undetermined since the scaling factor $Q$ has not been measured.
Figure 3.15: Shown plotted in this graph is the raw voltage signal from the M1 preamplifier, for 100 time bins between 0 and 40 ms after the beginning of a beam pulse. These particular data are from run 2995. The signal shown is averaged over 10,000 beam pulses, and so the statistical error bars are too small to show. Drops in the voltage are visible at 21.5 ms and at 24.5 ms. These drops arise from enhanced beam attenuation that is due to Bragg scattering from aluminum in the flight path. Higher order Bragg edges exist at shorter times of flight, but are only visible at higher time resolutions. The front of the blades of the frame overlap chopper can be seen to be sweeping through the beam between the two vertical lines near 30 ms. The proton current had an average value of $129 \mu A$ and had a pulse-to-pulse standard deviation of $1 \mu A$ during run 2995.

As a determination of $Q$, the result is compared to a Monte Carlo calculation [41] that is based on an absolute measurement of the beam flux [42]. This earlier measurement was performed using a $^6$Li-doped scintillation counter (of which the efficiency for neutron capture is known) at a time when only the first 8 meters of beam guide had been installed. The Monte Carlo calculation uses this result to predict the flux at 100 $\mu A$ proton current after
Figure 3.16: A preamplifier gain measurement. The preamplifier of gain $R$ is represented schematically by the components inside the circle. The resistor $R_S$ is of known resistance. The DC voltage $v_1$ is varied and $v_1$, $v_2$, and $v_3$ are measured.

The beam has passed through the remaining length of the guide. $Q$ can thus be determined by normalizing the monitor signal to 100 $\mu$A proton current (by dividing $V$ in figure 3.15 by 1.29), and by then comparing it to the Monte Carlo.

A sample determination of $Q$ is carried out here at 15 ms time of flight. The Monte Carlo predicts $N = 2.8 \times 10^{10}$ neutrons/s. Equation (3.3) provides $\sigma = 8380 \pm 10$ b at the M1 distance of 21.04 m. Thus $P = 0.017 \pm 0.001$ using $n = (1.01 \pm 0.07) \times 10^{22}$ m$^{-2}$ from table 3.9. $V = 2.28$ V from figure 3.15 thus yields $Q = (5000 \pm 700)e$, taking into account an 8% uncertainty in the $^6$Li measurement and assuming a 10% uncertainty in the Monte Carlo. Assuming $E_{dep} = 470 \pm 20$ keV and $T_1T_2 \approx 0.985$, this yields a value for $W$ of $93 \pm 14$ eV. This value of $W$ is in unequivocal disagreement with the values in the range of 30-40 eV that are quoted in textbooks [59, 64]. An examination of figure 3.17 shows that the discrepancy comes from an overall normalization factor since the shape of the Monte Carlo and the shape of the monitor flux measurement agree. The source of this discrepancy has not yet been determined.
Figure 3.17: Time of flight spectroscopy using M1. The triangular data points are the same data that are shown in figure 3.15, converted to beam flux by application of equation (3.7), and normalized to 100 μA proton current. The data points with error bars are a Monte Carlo calculation [41] that is based on an absolute measurement of the beam flux that was performed during the commissioning of Flight Path 12 [42]. The Monte Carlo was carried out at a proton current of 100 μA. Application of equation (3.45) to the data from figure 3.15 is limited by the existence of the undetermined constant $Q$. Comparison of the two sets of data yields a determination of $Q$ and hence a calibration of the beam monitors.

3.4.2 Noise in a single beam monitor

Referring to equation (3.7), the signal from a beam monitor preamplifier is proportional to several factors that can be represented as separate sources of noise. The goal of this section is to predict the signal variations that are expected from these sources of noise and to compare this to observation. For the purposes of this section, equation (3.7) is re-expressed
as:

\[ V = I_p P_{\text{cap}} \frac{\bar{E}_{\text{dep}}}{W} R, \quad (3.48) \]

where the new quantity \( P_{\text{cap}} \) will soon be introduced. Contributions to noise will be represented as \( \sigma_x \) to denote the standard deviation of a contributing variable \( x \).

The processes that determine the conversion of a proton from the storage ring to a neutron capture in a beam monitor are statistical in nature and are determined by the number of spallation neutrons created per incident proton; by the probability for scattering from the moderator; by the probability for transmission through the guide and apparatus; and by the probability for capture in the monitor.

As explained in section 3.1.6, the beam monitor voltage signal is stored by the NPDGamma data acquisition after being integrated over each of 100 time bins of 0.4 ms duration. Allow \( N_{\text{cap}} \) to be defined as the number of neutrons captured during one time bin. The proportionality between \( I_p \) and \( N_{\text{cap}} \) is defined as \( P_{\text{cap}} \equiv N_{\text{cap}} / I_p \). With \( I_p \) held constant, \( \sigma_{P_{\text{cap}}} / P_{\text{cap}} = \sigma_{N_{\text{cap}}} / N_{\text{cap}} \). While \( \sigma_{I_p} \) varies from run to run depending on the conditions of the accelerator, \( \sigma_{P_{\text{cap}}} \) is thus determined by counting statistics.

The third factor from equation (3.7) to be considered is \( \bar{E}_{\text{dep}} \): the average energy deposited per neutron capture event for one particular beam pulse at one particular time bin. From neutron capture to neutron capture, the variation in deposited energy is determined by the geometry of the capture region and was calculated in section 3.2. Since the number of neutrons captured during one time bin is finite, the amount of energy deposited in the beam monitors over a given time bin varies from pulse to pulse, even at constant rate of neutron detection. As was discussed in section 3.2, the variation in \( \bar{E}_{\text{dep}} \) is given by \( \sigma_{\bar{E}_{\text{dep}}} = \sigma_{E_{\text{dep}}}/\sqrt{N_{\text{cap}}} \) where \( \sigma_{E_{\text{dep}}} \) is the variation in \( E_{\text{dep}} \) from neutron to neutron. The average values of \( \bar{E}_{\text{dep}} \) and \( \sigma_{E_{\text{dep}}} \) are stated on page 82.

The fourth factor to be considered is \( W \), the average amount of energy required to separate an electron-hole pair in the gas mixture. The variation in \( W \) from neutron capture to neutron capture is diminished as a result of the fact that approximately \( 10^4 \) ionization events occur per neutron capture (\( W \) is approximately 40 eV, and \( E_{\text{dep}} \) is 470 keV). It is assumed that the variation \( \sigma_W \) from ionization to ionization is not larger than \( W \) itself. The
relevant quantity, \( \sigma_W / (W \sqrt{N_e}) \) where \( N_e \) is the number of ionizations per neutron capture, is therefore at least an order of magnitude smaller than \( \sigma_{E_{dep}} / E_{dep} \).

The final quantity to be considered is \( R \), the gain of the preamplifier. Contributions from this source of noise can be studied by observing the pedestals. The standard deviation in the pedestal at one time bin from pulse to pulse was found to exist at the level of less than 1 mV, which, for signals that are measured in volts, is significantly less than the other variations that are being discussed.

Summarizing the sources of noise that have been discussed, the total variation in a beam monitor signal \( V \) is given by:

\[
\left( \frac{\sigma_V}{V} \right)^2 = \left( \frac{\sigma_{I_p}}{I_p} \right)^2 + \left( \frac{\sigma_{N_{cap}}}{N_{cap}} \right)^2 + \left( \frac{\sigma_R}{R} \right)^2 + \left( \frac{1}{\sqrt{N_{cap}}} \frac{\sigma_{E_{dep}}}{E_{dep}} \right)^2 + \left( \frac{1}{\sqrt{N_{cap}}} \frac{\sigma_W / \sqrt{N_e}}{W} \right)^2
\]

(3.49)

where \( \sigma_{N_{cap}} \) is given by statistics to be \( \sqrt{N_{cap}} \). It is possible to ignore variations in \( W \) and \( R \) for reasons that are previously discussed. This simplification yields:

\[
\left( \frac{\sigma_V}{V} \right)^2 = \left( \frac{\sigma_{I_p}}{I_p} \right)^2 + \frac{1}{N_{cap}} \left( 1 + \left( \frac{\sigma_{E_{dep}}}{E_{dep}} \right)^2 \right).
\]

(3.50)

Using the values for \( E_{dep} \) and \( \sigma_{E_{dep}} \) that are stated on page 82, noise intrinsic to the beam monitors is expected to exist a factor of 1.19 above counting statistics (i.e. \( 1.19 / \sqrt{N} \) instead of \( 1 / \sqrt{N} \)).

Figure 3.18 shows the variation in the M1 preamplifier signal over a data run of 10,000 beam pulses. The distribution is visibly Gaussian in shape, but has a standard deviation that is larger than would be expected purely from counting statistics and variations in \( E_{dep} \). This larger standard deviation is most likely caused by fluctuations in beam flux throughout the data run. It is not possible to verify that \( \sigma_{I_p} \) accounts for the entire discrepancy since it was not determined how \( I_p \) is measured before being sent by the accelerator central control.
Figure 3.18: A histogram of the M1 preamplifier signal at the time bin that lies between 15.6 and 16.0 ms. Each count corresponds to a voltage that was recorded at that time bin during one of the beam pulses. The entire 10,000 pulses from data run 2317 are histogrammed. Over this data run, the proton current had an average value of 127.7 $\mu$A and a relatively small standard deviation of 0.7 $\mu$A (this standard deviation cannot be easily compared to the standard deviation on this graph since it is not known how $I_p$ is averaged before being sent as a signal to the NPDGamma data acquisition system).

3.4.3 Noise that is uncorrelated between two beam monitors

By observing the signal from two monitors that are simultaneously in the beam, it is possible to eliminate noise that is common to the two monitors, and that is therefore due to fluctuations in beam intensity. Equation (3.48) can be used to give the ratio between two monitor signals:
\[ F \equiv \frac{V_2}{V_1} = \left( \frac{I_{p,2}}{I_{p,1}} \right) \left( \frac{N_{cap,2}}{N_{cap,1}} \right) \left( \frac{E_{dep,2}}{E_{dep,1}} \right) \left( \frac{W_1}{W_2} \right) \left( \frac{R_2}{R_1} \right). \] (3.51)

If \( V_1 \) and \( V_2 \) are always observed during the same beam pulse, then \( I_{p,1}/I_{p,2} \) is unity with a standard deviation of zero. Variations in \( W_1/W_2 \) and \( R_1/R_2 \) will be ignored for reasons that were discussed in section 3.4.2. However, \( N_{cap} \) and \( E_{dep} \) will vary independently between the two monitors in a significant way. \( E_{dep} \) and \( \sigma_{E_{dep}} \) are expected to be the same for the two monitors, so the standard deviation of \( V_1/V_2 \) can be represented as:

\[ \left( \frac{\sigma_F}{F} \right)^2 = \left( \frac{1}{N_{cap,1}} + \frac{1}{N_{cap,2}} \right) \left( 1 + \left( \frac{\sigma_{E_{dep}}}{E_{dep}} \right)^2 \right) = 1.19 \left( \frac{1}{N_{cap,1}} + \frac{1}{N_{cap,2}} \right). \] (3.52)

In this analysis, the signals of M1 and M2 will be studied during the time bin centered at 16.2 ms. The preamp gains of M1 and M2 were measured to be 5.90 MΩ and 5.85 MΩ respectively. Furthermore, during the relative signal analysis, the M1 and M2 signals were found to be virtually indistinguishable with the same preamplifier, beam flux and beam energy. The beam energy that is observed by M2 at 16.2 ms is the beam energy that is observed by M1 at a time that is 0.3 ms (less than the width of a time bin) earlier. This is due to the fact that M1 and M2 are 35 cm apart and the fact that M1 is 21 m away from the moderator. The beam flux does not change significantly over 0.3 ms at 16.2 ms (see figure 3.17), so it is assumed that the following relationship is valid to within 1 %:

\[ \frac{N_{0,1}}{N_{0,2}} = \frac{V_1}{V_2}, \] (3.53)

where \( N_0 \) refers to incident flux.

Over a 0.3 ms time period at around 16.2 ms, the capture probabilities in M1 and M2 do not change by more than 2 %. If \( N_0 \) is replaced with \( N_{cap} \), then equation (3.53) is good to within 10 % (due to the uncertainties in table 3.9). With this in mind, equation (3.52) becomes:

\[ \left( \frac{\sigma_F}{F} \right)^2 = \frac{1.19}{N_{cap,1}} \left( 1 + \frac{V_1}{V_2} \right). \] (3.54)

Allow the subscript 1 to refer to M1 and the subscript 2 to refer to M2. Figure 3.19 shows \( V_2/V_1 \) histogrammed from pulse to pulse at the time bin that is centered at 16.2 ms. The 10,000 beam pulses from data run 5639 are histogrammed. Shown also is a Gaussian
with $\sigma = 0.00585$ and $\mu = 0.844$. From this figure, it can be concluded that $V_1/V_2 = 1.18$. From the Monte Carlo that is shown in figure 3.17, from table 3.9, from the proton current of 122 $\mu$A, and from equation (3.3), $N_{cap,1}$ is predicted to be $2.5 \times 10^5$. From equation (3.54), the predicted noise is therefore $\sigma_F/F = 0.0032$. The observed noise, $\sigma_F/F = 0.0069$, is a bit more than a factor of two larger than this.

![Figure 3.19: A histogram showing noise in the ratio between two beam monitor signals. The M2/M1 ratio at the 13.8 ms time bin was histogrammed for 10,000 beam pulses over data run 5639. During this data run, the polarizer cell was not in the beam, so the difference in M1 and M2 signals arises as a result of attenuation from M1 and the oven walls. Error bars are statistical.](image)

The observed noise is therefore larger than that predicted by counting statistics from the Monte Carlo and by variations in $E_{dep}$. If the discrepancy in the value of $W$ that is discussed on page 106 is caused by a lower than expected beam flux, then this would account for nearly all of the extra noise. It is also possible that less charge is being collected per neutron than expected. This could occur if the monitors were to contain less nitrogen.
than specified. Such a discrepancy would not be observable since nitrogen has a small
cross section for interaction with neutrons. In such a case, $E_{dep}$ would be smaller than was
calculated and $\sigma_{E_{dep}}$ would be larger than was calculated. This situation would also give
rise to higher noise and a smaller observed flux.

By comparing figures 3.18 and 3.19, it can be seen that noise inherently in the beam
monitors is smaller than the noise that is inherently in the beam. Furthermore, given the
high beam flux, this level of noise is very acceptable.
Chapter 4

BEAM MONITOR POLARIMETRY

4.1 Introduction to Polarization Measurements

The neutron beam for NPDGamma is polarized using a $^3$He neutron spin filter, the concept of which was introduced in section 2.5. The usefulness of this type of beam polarizer arises from the spin-dependent cross section of the $n + ^3$He reaction.

As was discussed in section 3.1.2, the cross-section for neutrons on $^3$He is very large and almost exclusively passes through the $(n, p)$ channel with 764 keV of kinetic energy released. Due to the fact that the reaction occurs via a $J^\pi = 0^+$ resonance, the cross section is very strongly spin dependent. Both the neutron and the $^3$He nucleus have total internal angular momentum and parity of $J^\pi = \frac{1}{2}^+$. The $n$-$^3$He charge exchange reaction therefore only occurs when the two spins are antiparallel.

Due to the tendency for polarized $^3$He to almost exclusively remove neutrons of one particular spin state from the beam, and to leave neutrons of the other spin state virtually unaffected, polarized $^3$He is a very effective spin filter [68]. One convenient aspect of these spin filters is that the polarization of an initially unpolarized neutron beam as it exits the filter can be determined by performing transmission measurements on the $^3$He cell. Furthermore, for diagnostic purposes, the same transmission measurements can be used to determine the polarization of the $^3$He.

Consider a neutron that will be found to exist in the $|+\rangle$ state. The probability for interaction with a $^3$He nucleus in the $|+\rangle$ state is assumed to be zero while for a $^3$He nucleus in the $|–\rangle$ state it is finite. The probability for such a neutron to be transmitted through a volume of $^3$He is given by:

$$T_+ = exp \left( -n_3 \sigma_p \right) = exp \left( -n_3 \left( 1 - P_3 \right) \sigma \right)$$  \hspace{1cm} (4.1)
where: $\sigma_p = 2\sigma$ is the cross section for neutron and $^3$He of opposite spin states; $n_{\pm 3}$ is the areal density of $^3$He in the $|\pm\rangle$ state; $n_3 = n_{+3} + n_{-3}$; and $P_3$ is the $^3$He polarization that is defined by:

$$P_3 = \frac{n_{+3} - n_{-3}}{n_{+3} + n_{-3}}. \quad (4.2)$$

Similarly, the probability for transmission of a neutron that will be found to exist in the $|\mp\rangle$ state is given by:

$$T_{\mp} = \exp(-n_{3}\sigma_p) = \exp(-n_3 (1 + P_3) \sigma). \quad (4.3)$$

An unpolarized beam is composed 50% of neutrons that will be found to exist in the $|+\rangle$ state and 50% of neutrons that will be found to exist in the $|\mp\rangle$ state. Equations (4.1) and (4.3) yield a simple expression for the transmission $T_{3,P}$ of an initially unpolarized beam through a region of polarized $^3$He:

$$T_{3,P} = \frac{T_+ + T_-}{2} = \exp(-n_3 \sigma) \cosh(n_3 \sigma P_3). \quad (4.4)$$

An expression for the polarization of the beam downstream of the cell ($P_n$ from equation (2.4)) can be similarly determined:

$$P_n = \frac{T_+ - T_-}{T_+ + T_-} = \tanh(n_3 \sigma P_3). \quad (4.5)$$

Equation (4.4) for an unpolarized cell is reduced to:

$$T_{3,0} = \exp(-n_3 \sigma). \quad (4.6)$$

It thus follows that $\sigma$ is the cross section relevant for describing the transmission of an unpolarized beam through unpolarized $^3$He. This cross section is therefore the one for which the measurement has been quoted in equation (3.2).

Using the identity $\tanh^2 x = 1 - \text{sech}^2 x$, the beam polarization can be expressed in terms of the ratio of transmissions, $T_{3,0}/T_{3,P}$:

$$P_n = \sqrt{1 - \left(\frac{T_{3,0}}{T_{3,P}}\right)^2}. \quad (4.7)$$
Equation (4.7) is useful since it allows for the polarization of the beam to be determined in terms of ratios of transmission probabilities that are measurable using the beam monitors. Furthermore, these beam monitor measurements may be made simultaneously with gamma asymmetry measurements. Despite the fact that the preamplifier gains, the beam flux, the $^3$He concentration, the $^3$He cross-section and the $^3$He polarization all affect measurements that are made individually in the application of equation (4.7), it is not necessary to know any of these quantities to determine beam polarization. It must only be assured that the single quantity that changes between the two measurements is $P_3$. Furthermore, since the transmissions of any other intervening materials are independent of the $^3$He polarization, only the factor $T_{3,0}/T_{3,P}$ will survive a ratio between transmission measurements $^1$.

Some limitations of equation (4.7) should be noted. First of all, it cannot be used if more than one neutron energy is present in the beam at once. Also, transmission measurements can only determine the absolute value of polarization; to determine the sign of the polarization it is necessary to know the helicity of the light that is used to optically pump the rubidium in the cell.

4.2 The Method of a Polarization Measurement

4.2.1 The beam polarization

For regular gamma asymmetry data-taking, the apparatus is set up as shown in figure 2.1. Throughout asymmetry data-taking, beam polarization measurements are made. Photographs of the aspects of the apparatus that are relevant to polarimetry can be found by referring to figures 2.4 and 2.5. A diagram of the materials present in the beam between M1 and M2 during data taking is shown in figure 4.6.

At a time before a series of gamma asymmetry data runs are taken, an initial $^3$He transmission measurement is made with the polarizer cell unpolarized. $V_{1,0}$ and $V_{2,0}$ are the pedestal-subtracted voltage signals that are obtained from M1 and M2 respectively at this time. Using similar conventions to those used in equations (3.15), these voltages can

$^1$It is true that scattering does not cancel perfectly, but it is shown in section 4.4 that this effect is not of significance for NPDGamma polarimetry measurements.
be expressed as given in equations (4.8) and (4.9) where $N$ is the flux incident on M1; $f_1 R_1$ and $f_2 R_2$ are the gains of the two monitor-preamp combinations; $\alpha$ would be the ratio of the two voltages in a situation where the two monitor-preamp combinations are identical and the attenuating materials between them are removed; and $t = T_2 T_4$ where $T_2$ is the transmission of the oven walls and $T_4$ is the transmission of the cell walls (see figure 4.6).

$$V_{1,0} = N f_1 R_1$$
$$V_{2,0} = N \alpha T_{3,0} f_2 R_2$$ (4.8) (4.9)

At a time after the $^3$He cell has been polarized, beam polarization measurements are made. Let the pedestal-subtracted M1 and M2 signals that are obtained at this time be referred to as $V_{1,p}$ and $V_{2,p}$ respectively. As the cell is polarized, $T_{3,0}$ changes to $T_{3,p}$ and $N$ in general may take on a different value, which is referred to as $\tilde{N}$. None of the properties of M1, M2, or of the polarizer are adjusted during data taking, so $V_{1,p}$ and $V_{2,p}$ are expressed as shown in equations (4.10) and (4.11).

$$V_{1,p} = \tilde{N} f_1 R_1$$
$$V_{2,p} = \tilde{N} \alpha T_{3,p} f_2 R_2$$ (4.10) (4.11)

To determine the ratio of transmissions of unpolarized to polarized $^3$He in the cell, it is sufficient to calculate the ratio involving four pedestal-subtracted voltage signals that is given by:

$$\frac{V_{2,0}/V_{1,0}}{V_{2,p}/V_{1,p}} = \frac{N \alpha T_{3,0} f_2 R_2 / N f_1 R_1}{N \alpha T_{3,p} f_2 R_2 / \tilde{N} f_1 R_1} = \frac{T_{3,0}}{T_{3,p}}.$$ (4.12)

4.2.2 The $^3$He polarization

After the beam polarization has been determined, it is possible to determine the $^3$He polarization as well. At another time before data-taking has ended, the polarizer cell is removed from the apparatus, but everything else including the oven is left untouched. The pedestal-subtracted voltage signals at this time are given by $V'_{1}$ and $V'_{2}$. From equation (3.16), the product $T_4 T_{3,0}$ can be found:

$$\frac{V_{2,0}/V_{1,0}}{V'_{2,p}/V'_{1,p}} = T_4 T_{3,0}.$$ (4.13)
With knowledge of the properties of the glass that the $^3$He cell is composed of, and hence of $T_4$, it is thus possible using equations (4.5), (4.6) and (4.13) to determine the $^3$He polarization.

4.3 An Example of a Polarization Measurement

4.3.1 Selecting the data

The purpose of this discussion is to illustrate the method of a polarization measurement. The data runs that will be discussed, and a short explanation of them, can be found in table 4.1. All of these data runs were taken at a time when the frame overlap chopper was in use.

<table>
<thead>
<tr>
<th>between M1 and M2</th>
<th>run number</th>
</tr>
</thead>
<tbody>
<tr>
<td>unpolarized cell</td>
<td>oven</td>
</tr>
<tr>
<td>polarized cell</td>
<td>oven</td>
</tr>
<tr>
<td>unpolarized cell</td>
<td>oven</td>
</tr>
<tr>
<td>no cell</td>
<td>oven</td>
</tr>
<tr>
<td>GE180 glass window</td>
<td></td>
</tr>
<tr>
<td>no GE180 glass window</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: The data runs that were selected for a sample polarization measurement. Runs 2995 and 2709 are used to determine the beam polarization. Runs 5632 and 5639 are used to determine the transmission of the unpolarized cell (including the transmission of its glass walls). Runs 5517 and 5519 are used to determine the transmission of a 3.5 mm thick window of GE180 glass. These final two data runs can be used to provide knowledge of the transmission of the cell walls which are composed of GE180 glass. GE180 is a special type of glass that does not contain boron. Runs 2995 and 5639 are interchangeable. Run 2709 is one of many that could have been used, but was picked randomly as a representative of a typical set of data with polarized beam. All of the data runs shown above have a corresponding pedestal run that was taken within a few hours time from the data run itself.
4.3.2 A measurement of beam polarization

Figure 4.1 shows the signal from M2, normalized to the same proton current, under the conditions when: 1) the polarizer cell is polarized; and 2) the polarizer cell is unpolarized. The purpose of this figure is to provide an illustration of the polarization-dependent transmission of the $^3\text{He}$ cell.

The transmission of $^3\text{He}$ is dependent on its areal density and on its polarization (see section 4.1). The effect of the factor $\exp(-n_3\sigma)$ from equation (4.4) cannot be seen in figure 4.1 since it is common to the two plots. However, the effect of the factor $\cosh(n_3\sigma P_3)$ can be seen due to its dependence on $P_3$. At short times of flight, $\sigma$ approaches zero, so the effect of this factor is small. However, as $\sigma$ increases linearly with time of flight, the effect of this factor, and hence the polarization dependence of the transmission through the polarizer, becomes more important.

As was discussed in section 4.1, it is the ratio of the flux at M2 under these separate conditions that allows for a determination of the beam polarization $P_n$. In order to determine $P_n$, equations (4.7) and (4.12) were applied once per time bin to the pedestal-subtracted data.

The result is shown plotted in figure 4.2. A fit is also shown of the function from equation (4.5). Some general features are worth noting. First of all, the data tend to deviate above the curve for short times of flight and below the curve for long times of flight. This behaviour has not been explained, although it should not be due to the curvature of the cell or interference from scattering, as is explained in sections 4.4 and 4.5. Qualitatively, this behaviour is consistent with the observation that low energy neutrons from two pulses previous may be present in the beam. One would expect an admixture of low energy neutrons to diminish the ratio $T_0/T_P$ (see figure 4.1), thus increasing the measured value of the polarization. This effect should be the largest at short times of flight since this is when the high energy neutrons leave only a small signal in the monitors, and since this is when the population of overlapping neutrons is the largest. However, this possibility was not investigated in any quantitative manner.

The fit shown in figure 4.2 was determined using the hyperbolic arctangent of the data.
Figure 4.1: Plots showing the polarization-dependent signal in M2. These plots show the monitor signals averaged over 10,000 pulses, so the statistical error bars are too small to display. These two plots are normalized to the same proton current and so can be used to demonstrate the polarization-dependent transmission of the $^3$He cell. It is the ratio between these two signals that allows for the beam polarization to be determined. Note that the normalization could also have been done using the M1 signal, as is done in the analysis that follows. Normalization to proton current or M1 is essentially equivalent for these two runs (see figure 3.13).

A straight line with zero intercept:

$$\text{arctanh} \left( \sqrt{1 - \left( \frac{T_{3,0}}{T_{3, P}} \right)^2} \right) = n_3 \sigma P_3$$

is expected, where $n_3$ and $P_3$ are constants and $\sigma$ is proportional to time of flight.

The method of the linear fit is explained in figure 4.3. The result is:

$$n_3 \sigma P_3 = (0.033 \pm 0.001 \text{ ms}^{-1})t.$$
Figure 4.2: Beam polarization measured as a function of time of flight, using data that is shown in table 4.1. The statistical error bars are too small to be shown. The effects of scattering and cell curvature on this measurement were investigated, and were found to be negligible. The fit has a tendency to be below the data at short times of flight and above the data at long times of flight. These deviations, including the specific behaviour of the large deviations at short times of flight, are reproduced for other data runs, but have not been quantitatively explained. The times of flight relevant for a measurement of $A_{\gamma}$ using liquid hydrogen are at greater than 12.5 ms which corresponds to 15 meV.

This provides an expression for the beam polarization:

$$P_n = \tanh(at) \pm \left[1 - \tanh^2(at)\right] t\delta a,$$

where $t$ is time of flight, $a = 0.033$ ms$^{-1}$ and $\delta a = 0.001$ ms$^{-1}$. The relative uncertainty in $P_n$ is therefore approximately 2% and roughly independent of time of flight. This uncertainty is sufficient for a measurement of $A_{\gamma}$ at the proposed precision. If the nature of the deviation from the fit at short times of flight is understood, then this uncertainty may
Figure 4.3: The hyperbolic arctangent of beam polarization is expected to be linearly proportional to time of flight \((t)\) as shown in equation (4.14). Two linear fitting methods were performed of \(\text{arctanh}(P_n)\) versus \(t\) in order to determine an uncertainty for \(P_n\). The first method was a least squares fit between 24.2 ms and 28.6 ms that did not impose restrictions on the intercept and that yielded \(\text{arctanh}(P_n) = 0.033 + 0.032t\). The second method was a least squares fit between 10.6 ms and 28.6 ms that was forced to pass through the origin. The second method yielded \(\text{arctanh}(P_n) = 0.033t\). The graph above shows these two fits along with the data. As it is expected from equation (4.14), the intercept was assumed to be zero. The variation in the slope was then taken to give the uncertainty in the fit. The result is stated in equation (4.15).

4.3.3 A measurement of the \(^3\text{He}\) polarization

As described in section 4.3.2, a value for \(n \sigma P_3\) has now been determined. It is thus possible to determine \(P_3\) by measuring \(n\). This discussion involves the \(^3\text{He}\) cell that was used during the commissioning run, and that is referred to as BooBoo.
In order to determine $n$, the transmission of the unpolarized cell was measured. The logarithm of the transmission of unpolarized $^3$He versus time of flight is expected to be a straight line passing through the origin, with slope proportional to $n$. The proportionality constant is determined by the distance $L$ from the moderator, and by equation (3.3).

However, the cell has walls that are composed of GE180 glass, and that therefore also attenuate the beam. GE180 is a special type of glass that does not contain boron. This type of glass is desirable since boron has a large cross-section for neutron absorption. The presence of boron would therefore give rise to unnecessary attenuation of the beam. In addition, since the boron cross section is also proportional to time of flight, the existence of an unknown quantity of boron would introduce uncertainties during the measurement of the cell’s $^3$He content.

In order to extract a $^3$He content from the unpolarized cell transmission measurement, the transmission of the cell walls must be corrected for. In order to do so, the transmission of a window of GE180 glass [69] was measured using the standard beam monitor method of section 3.1.8. The result of this measurement is shown in figure 4.4. The transmission of the glass depends much less on time of flight than the $^3$He does, and so a determination of the $^3$He content is only slightly affected by uncertainties associated with the glass.

There is a unique linear combination of glass and $^3$He transmissions that corresponds to a given transmission measurement. This can be stated as:

$$\ln(T_3) = \ln(T_0) - f \ln(T_5),$$

(4.17)

where $T_0$ is the directly measured transmission of the whole cell, $T_5$ is the directly measured transmission of the sample glass window, $f$ is a factor that depends on the amount of glass in the cell ($f = (T_4)^2$, see figure 4.6), and $T_3$ is the transmission of the $^3$He alone.

Equation (4.17) can be taken advantage of in order to determine both the $^3$He areal density and glass thickness. This was carried out by performing linear fits of $\ln(T_3)$ versus $\ln(T_0) - f \ln(T_5)$ for variable values of $f$. For each value of $f$, four fits were performed over the following time of flight ranges: 8.2 ms to 28.2 ms, 8.2 ms to 18.2 ms, 18.2 ms to 28.2 ms, and 14.2 ms to 23.0 ms. The variation of the slope and intercept over these regions allowed for a determination of their uncertainties.
Figure 4.4: This transmission measurement of a 3.5 mm thick GE180 window was carried out using M3 normalized to M2 and so corresponds to a different distance from the source than the other measurements discussed in this chapter. This difference was corrected for by rescaling the time axis of the glass data. It’s interesting to note that the transmission increases slightly at long times of flight, despite the expectation that small amounts of absorption would cause the cross section to increase slightly. This observation might be explained by the fact that glass is not entirely amorphous, and so the transmission may depend on effects from diffraction.

It was determined that the quality of the fit was not affected by the value of $f$. Instead, the thickness of the glass was determined by forcing the intercept to be zero. An average intercept of zero was found to occur for 6.0 mm glass thickness, and the largest deviation of the four fits from zero corresponded to 0.5 mm. Due to the fact that the composition of the glass is likely to vary from sample to sample, and since the cell and window were not necessarily made from the same batch of glass, the value for the glass thickness is stated as $6 \pm 1$mm. This value is consistent with the thickness of 3-4 mm per wall that was estimated by the builders of the cell [70].
Figure 4.5: A measurement of the $^3$He content of the polarizer cell BooBoo. The lower set of data points is the raw measurement of the transmission of the entire cell. The upper set shows the same set of data with a correction for the glass transmission. These data show a remarkably linear dependence on time of flight and are confirmation of the fact that $\sigma$ varies inversely with neutron speed.

The slope for a glass thickness of 6.0 mm was determined to have an average value over the four fits of 0.0714 ms$^{-1}$ and a variation of 0.0004 ms$^{-1}$. Another uncertainty that was taken into account was the lack of knowledge of the M1 pedestal (see p. 60). Using the offset from the chopper-closed signal as opposed to the shutter-closed signal gave rise to a difference in the slope of 0.2%. Finally it was observed that changing the value of $f$ not only changed the intercept but also the slope. Changing the glass thickness by 1 mm affected the slope by about 0.4%. Combining these sources of uncertainty in quadrature and being generous for the sake of caution gives a slope of

$$n\sigma = 0.0714 \pm 0.0009 \text{ ms}^{-1}.$$  \hspace{1cm} (4.18)
For a distance to the source of 21.4 meters, this corresponds to \( n \sigma = 4.85 \) amagat-cm (one amagat is the density of an ideal gas at STP).

It is now possible to determine the \(^3\)He polarization. Combining the results from equations (4.15) and (4.18), the \(^3\)He polarization was determined to be \( 0.46 \pm 0.01 \). By using this method it is possible to know at any time during an asymmetry measurement whether the polarizer is functioning at the appropriate level.

This polarization is lower than was expected given bench tests that had been performed earlier. Later measurements have shown \(^3\)He polarizations as high as 57\% \cite{71, 72}. However, the \(^3\)He polarization appears to be unstable and varies between 30\% and 57\%. Work is underway to improve the long-term stability of the \(^3\)He polarization.
4.4  Effects from scattering on beam monitor polarimetry measurements

4.4.1  Introduction

This section addresses the problem of neutron scattering in and around the $^3$He spin filter. As explained in previous sections of this chapter, neutron and $^3$He polarization measurements are made using beam monitor ratios to determine the transmission of the polarizer cell. This measurement can only be exact if the transmission is determined of the $^3$He inside the polarizer alone, or if the transmission from other materials cancels out of the ratio.

Ideally, the solid angles subtended by M1 and M2 about the sources of scattering would be sufficiently small for scattered neutrons to not contribute to monitor signals. In such a case, scattered neutrons could be treated in the same manner as absorbed neutrons. However, in the NPDGamma apparatus, the cell is bracketed between the two monitors, as shown in figure 4.6 which shows the setup that was used during data-taking in March of 2004. Since there are scattering materials located between the two monitors, it is not immediately obvious whether equation (4.7) can be used without applying a correction to the result.

In this section, the setup of the apparatus around the polarizer and M1 and M2 is analyzed, in order to arrive at an estimate of the amount of scattering. Applying the results from section 4.3, values for the beam polarization and cell thickness are assumed. With knowledge of this information, calculations are done in order to compare the true beam polarization to the beam polarization as it would be measured using the beam monitors. The conclusion arrived at from this analysis is that scattering affects both the neutron and $^3$He polarization measurements by a negligible amount.

4.4.2  An estimate of the effect of neutron scattering on the polarimetry measurements

The materials (other than $^3$He) that exist close to the beam monitors during a polarization measurement are: 1) Two 3-4 mm thick cell walls, made from GE180 glass; 2) Two 2 mm thick oven walls, made of pure silicon, and 3) 3.5 mm of aluminum inside the monitors
Figure 4.6: A diagram that includes consideration of scattering materials that are present during a polarization measurement. Monitors M1 and M2 are used to measure the transmission of the polarizer cell. $T_1$ is the transmission of M1. $T_3$ is the transmission of the $^3$He inside the polarizer, $T_2$ is the transmission of the silicon walls of the polarizer oven, and $T_4$ is the transmission of the GE180 glass walls of the polarizer cell.

themselves. A fraction of the beam is lost in all of these materials, primarily as a result of scattering.

From observations of the ratio of M1 and M2 signals during run 5639 (see figure 3.19), and correcting for the transmission of M1, the transmission of one of the oven windows is approximately 0.94. Observations of transmission of a block of aluminum (see section 3.3.5) provide for the estimate for transmission of 3.5 mm of aluminum to be approximately 0.97. The transmission of the monitors is dependent on energy due to the $^3$He that they contain, but for the purposes of this discussion, the total transmission of the monitors will
be taken to be 0.95, independent of energy. Here $T_1$ is used to denote the probability for transmission through the whole monitor and $T'_1$ is used to denote the probability for not being scattered from the monitor. The transmission of a 3.5 mm thick window of GE180 glass was measured using the beam monitors and was found to vary (over the energies 4 meV to 50 meV) between 0.92 and 0.93 (see section 4.3.3). A summary of all of these results is provided in table 4.2.

<table>
<thead>
<tr>
<th>label</th>
<th>estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>entire beam monitor</td>
<td>$T_1$</td>
</tr>
<tr>
<td>3.5 mm Al</td>
<td>$T'_1$</td>
</tr>
<tr>
<td>2 mm Si</td>
<td>$T_2$</td>
</tr>
<tr>
<td>4 mm GE180 glass</td>
<td>$T_4$</td>
</tr>
</tbody>
</table>

Table 4.2: Estimates of the transmission of materials other than $^3$He that are present in the beam during a polarization measurement (see figure 4.6). The attenuations from aluminum, silicon and glass are due to a large extent to scattering.

4.4.3 An estimation of the solid angles

Having determined the extent of the scattering, it is now necessary to determine the solid angle subtended by the monitors about the scattering materials. The solid angles that are considered are shown in figure 4.7.

In order to calculate the effective solid angle for a given window, it would be possible to integrate the contributions from infinitesimal elements across the whole window. However, the element at the center of a scattering object will contribute the largest amount to the effective solid angle. If the whole window is treated as if it corresponded to the same solid angle as the center, the result will be an overestimate of the contribution from scattering. If the result determined from this method is negligible, then the real effect will also be negligible. The distances relevant to this calculation are shown in table 4.3.
Each solid angle can then be determined using the following expression:

\[
\frac{\Omega_i}{4\pi} = \frac{1}{2} \left( 1 - \frac{x_i}{\sqrt{x_i^2 + (a/2)^2}} \right),
\]

where \(a\) is approximately 12 cm, the width of a beam monitor. Using this method, the following values were found:

\[
\frac{\Omega_1}{4\pi} = 0.20, \quad \frac{\Omega_2}{4\pi} = 0.051, \quad \frac{\Omega_3}{4\pi} = 0.029, \quad \frac{\Omega_4}{4\pi} = 0.014, \quad \frac{\Omega_5}{4\pi} = 0.0089.
\]

It will later be demonstrated that \(\Omega_6\) to \(\Omega_{10}\) will cancel out of the final answer and can therefore be ignored.
<table>
<thead>
<tr>
<th>from</th>
<th>to</th>
<th>distance (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>first silicon window</td>
<td>5.0</td>
</tr>
<tr>
<td>M1</td>
<td>first GE180 window</td>
<td>13.8</td>
</tr>
<tr>
<td>M1</td>
<td>second GE180 window</td>
<td>19</td>
</tr>
<tr>
<td>M1</td>
<td>second silicon window</td>
<td>28</td>
</tr>
<tr>
<td>M2</td>
<td>first silicon window</td>
<td>31</td>
</tr>
<tr>
<td>M2</td>
<td>first GE180 window</td>
<td>22.4</td>
</tr>
<tr>
<td>M2</td>
<td>second GE180 window</td>
<td>17</td>
</tr>
<tr>
<td>M2</td>
<td>second silicon window</td>
<td>8.3</td>
</tr>
<tr>
<td>M1</td>
<td>M2</td>
<td>35.5</td>
</tr>
</tbody>
</table>

Table 4.3: The distances between objects that are considered in this discussion of the effect of scattering on a polarization measurement. (see figure 4.6).

4.4.4 Determination of the size of the effect from scattering

In order to estimate the extent of the scattering effect, only first-order corrections will be considered. Here a first-order scattering correction is one that treats the second scatter of any neutron to be equivalent to an absorption. Also, any scatter will be considered to be isotropic in the lab. This latter simplification is justified by the low energies that are involved. Due to the low energies, a partial wave expansion of the neutron-scattering center system will be primarily $s$ wave and therefore spherically symmetric.

The observed signal ($S_1$) from M1 is given by the number of neutrons in the beam before hitting M1, plus first-order corrections due to backscatter and subsequent losses on the way back to M1. Referring to figures 4.6 and 4.7, the expression for $S_1$ can be represented as:

$$S_1 = K_1 N + K_1 N T_1 (1 - T_2) \frac{\Omega_1}{4 \pi} + K_1 N T_1 T_2 (1 - T_4) \frac{\Omega_2}{4 \pi} T_2$$
\[ \begin{align*}
+ K_1 N T_1 T_2 T_3 T_4 (1 - T_4) \frac{\Omega_3}{4\pi} T_3 T_4 T_2 \\
+ K_1 N T_1 T_2 T_3 T_4 (1 - T_2) \frac{\Omega_4}{4\pi} T_4 T_3 T_4 T_2 \\
+ K_1 N T_1 T_2 T_3 T_4 T_2 (1 - T_4') \frac{\Omega_5}{4\pi} T_2 T_4 T_3 T_4 T_2 \\
= K_1 N (A + BT_3^2) \quad (4.20)
\end{align*} \]

where \( A = 1.015, B = 0.0024, \) \( N \) is the number of neutrons incident on the face of \( M_1, \)
and \( K_1 \) is the time of flight-dependent proportionality between beam flux and preamplifier voltage.

Similarly, the signal \( (S_2) \) in \( M_2 \) is the number of neutrons that are transmitted to \( M_2, \)
plus first order corrections due to forward scatter and subsequent losses on the way forwards to \( M_2: \)
\[ \begin{align*}
S_2 &= K_2 N T_1 T_2 T_3 T_4 T_2 \\
&+ K_2 N T_1 T_2 T_3 T_4 (1 - T_4) \frac{\Omega_6}{4\pi} \\
&+ K_2 N T_1 T_2 T_3 (1 - T_4) T_3 T_4 \frac{\Omega_7}{4\pi} \\
&+ K_2 N T_1 T_2 (1 - T_4) T_3 T_4 T_2 \frac{\Omega_8}{4\pi} \\
&+ K_2 N (1 - T_4') T_2 T_3 T_4 T_2 \frac{\Omega_9}{4\pi} \\
&+ K_2 N (1 - T_4') T_2 T_3 T_4 T_2 \frac{\Omega_{10}}{4\pi} \\
= K_2 N x T_3, \quad (4.21)
\end{align*} \]

where the functional form of \( x \) is irrelevant since it will cancel out before the final result is reached.

The ratio between \( S_2 \) and \( S_1 \) for a given data-taking run is then given by:
\[ R = \frac{S_2}{S_1} = \frac{K_2 N x T_3}{K_1 N (A + B (T_3)^2)}. \quad (4.22) \]

The ratio of ratios \( S_2/S_1 \) (unpolarized) to \( S_2/S_1 \) (polarized) is therefore given by:
\[ \begin{align*}
\frac{R_0}{R_P} &= \frac{K_2 N x T_{3,0}}{K_2 N' x T_{3,p}} \frac{K_1 N (A + B (T_{3,0})^2)}{K_1 N' (A + B (T_{3,p})^2)} \left\{ \frac{T_{3,0}}{T_{3,p}} \right\} \left\{ \frac{A + B (T_{3,p})^2}{A + B (T_{3,0})^2} \right\} \\
&= \left\{ \frac{T_{3,0}}{T_{3,p}} \right\} \left\{ \frac{A + B (T_{3,p})^2}{A + B (T_{3,0})^2} \right\} \quad (4.23)
\end{align*} \]

where \( N \) is the number of neutrons incident on \( M_1 \) at the time that the beam is unpolarized
and \( N' \) is the number of neutrons incident on \( M_1 \) at the time that the beam is polarized.
The factor that is in the square brackets is the required result, while the quantity on the left-hand side is what is measured. Since $T_{3,P} > T_{3,0}$, and since $A$ and $B$ are positive quantities, the correction factor will in all cases be greater than unity. If the correction is not taken into account, measured polarization will therefore be less than actual polarization:

$$\frac{R_0}{R_P} > \frac{T_{3,0}}{T_{3,P}} > 0 \implies \sqrt{1 - \left(\frac{R_0}{R_P}\right)^2} < \sqrt{1 - \left(\frac{T_{3,0}}{T_{3,P}}\right)^2}. \quad (4.24)$$

4.4.5 Application to the conditions at Flight Path 12

The goal of this analysis is to find out to what extent the correction factor that occurs in curly braces in equation (4.23) differs from unity. To achieve this goal, the measurements that were discussed in section 4.3 were used. Thus $P_3 = 0.46$ and $n\sigma = (0.0714 \text{ ms}^{-1})t$ as seen by M2, where $t$ is time of flight. These measured values of the $^3$He polarization and $^3$He thickness were assumed to be representative of the true values that exist. Using this assumption, true beam polarization, measured $^3$He polarization, and measured beam polarization were calculated as a function of time of flight. These calculations were carried out using the following set of expressions:

- the transmission of the unpolarized $^3$He: $T_{3,0} = e^{-n\sigma}$
- the transmission of the polarized $^3$He: $T_{3,P} = T_{3,0} \cosh(n\sigma P_3)$
- the beam polarization: $P_n = \sqrt{1 - \left(\frac{T_{3,0}}{T_{3,P}}\right)^2}$
- the measured transmission ratio: $\frac{R_0}{R_P} = \left[\frac{T_{3,0}}{T_{3,P}}\right] \left\{ \frac{A + B(T_{3,P})^2}{A + B(T_{3,0})^2} \right\}$
- the measured beam polarization: $P'_n = \sqrt{1 - \left(\frac{R_0}{R_P}\right)^2}$
- the measured $^3$He polarization: $P'_3 = \text{arctanh}(P'_n)/n\sigma$.

The results of these calculations are shown in table 4.4.

4.4.6 Conclusion

The ratios $P'_n/P_n$ and $P'_3/P_3$ are all within 0.1% of unity. This represents a small deviation compared to the uncertainty in an actual polarization measurement. Considera-
Table 4.4: Estimations of corrections to polarimetry measurements from scattering. These calculations correspond to a $^3\text{He}$ polarization of $P_3 = 0.46$ and a cell thickness of $n_\sigma = (0.0714 \text{ ms}^{-1})t$ where $t$ is time of flight. $P_n$ is the true beam polarization. $P'_3$ and $P'_n$ are respectively the $^3\text{He}$ and beam polarizations that would be measured given the assumptions regarding scattering.

<table>
<thead>
<tr>
<th>tof (ms)</th>
<th>$P_n$</th>
<th>$P'_n$</th>
<th>$P'_n/P_n$</th>
<th>$P'_3$</th>
<th>$P'_3/P_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>19.4552</td>
<td>19.4354</td>
<td>0.9990</td>
<td>45.9520</td>
<td>0.9990</td>
</tr>
<tr>
<td>10</td>
<td>31.7118</td>
<td>31.6936</td>
<td>0.9994</td>
<td>45.9716</td>
<td>0.9994</td>
</tr>
<tr>
<td>14</td>
<td>42.9934</td>
<td>42.9795</td>
<td>0.9997</td>
<td>45.9829</td>
<td>0.9996</td>
</tr>
<tr>
<td>18</td>
<td>53.0752</td>
<td>53.0655</td>
<td>0.9998</td>
<td>45.9895</td>
<td>0.9998</td>
</tr>
<tr>
<td>22</td>
<td>61.8497</td>
<td>61.8433</td>
<td>0.9999</td>
<td>45.9934</td>
<td>0.9999</td>
</tr>
<tr>
<td>26</td>
<td>69.3124</td>
<td>69.3084</td>
<td>0.9999</td>
<td>45.9958</td>
<td>0.9999</td>
</tr>
<tr>
<td>30</td>
<td>75.5360</td>
<td>75.5335</td>
<td>1.0000</td>
<td>45.9973</td>
<td>0.9999</td>
</tr>
<tr>
<td>34</td>
<td>80.6417</td>
<td>80.6402</td>
<td>1.0000</td>
<td>45.9982</td>
<td>1.0000</td>
</tr>
<tr>
<td>38</td>
<td>84.7742</td>
<td>84.7733</td>
<td>1.0000</td>
<td>45.9988</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Table 4.4: Estimations of corrections to polarimetry measurements from scattering. These calculations correspond to a $^3\text{He}$ polarization of $P_3 = 0.46$ and a cell thickness of $n_\sigma = (0.0714 \text{ ms}^{-1})t$ where $t$ is time of flight. $P_n$ is the true beam polarization. $P'_3$ and $P'_n$ are respectively the $^3\text{He}$ and beam polarizations that would be measured given the assumptions regarding scattering.

...
4.5 Effects of Polarizer Cell Curvature on Beam Monitor Polarimetry

4.5.1 Introduction

This section addresses the effect of polarizer cell curvature on beam monitor polarimetry for the NPDGamma experiment. Measurements of neutron and \(^3\)He polarization have so far been carried out by employing beam monitor ratios that use the full width of the beam. This method may introduce errors if the cell is of nonuniform thickness over the width of the beam. Since the polarizer cell was of nonuniform thickness, it is important to consider the effect of the curvature of the cell on the polarization measurements.

The problem is addressed by assuming the \(^3\)He polarization that was measured in section 4.3, and by assuming a simple model for the \(^3\)He areal density distribution. Mathematical expressions are derived for the true beam polarization, the measured beam polarization, and the measured \(^3\)He polarization. As will be explained, a numerical approach is used to determine to what extent the true polarizations differ from the polarizations that were determined from the beam monitor ratios. The effect was found to be negligible.

4.5.2 An expression for beam polarization that takes into account cell curvature

Here an expression is derived for the polarization of the full beam after leaving a polarizer cell of general shape. The beam is assumed to be unpolarized and of uniform density before entering the polarizer.

Consider a polarizer cell that has nonuniform thickness. The areal density, \(t\), of the \(^3\)He inside the cell can be expressed as a function of the position in the \(x-y\) plane, where \(z\) is the beam direction. The total number of neutrons incident on the cell is given by \(N_0\) and the total number of neutrons leaving the cell is given by \(N\). This situation is illustrated in figure 4.8.

In order to determine the polarization of the full beam after leaving the cell, first consider some region of the beam that is sufficiently small for the beam transmission to be assumed uniform over that region. Allow there to be many such regions (\(n\) in total), each subscripted by the index \(i\), that together cover the whole width of the beam. The \(i^{th}\) region is centered
at the point \((x, y)_i\). The area occupied by the whole beam is given by \(A\) while the area occupied by the \(i^{th}\) region is given by \(\delta A_i\).

![Diagram of beam and polarizer cell](image)

Figure 4.8: The thickness of the NPDGamma polarizer cell is nonuniform.

On leaving the polarizer cell, the number of neutrons at point \((x, y)_i\) that have spin oriented in the up direction is then given by

\[
\delta N^+_i = \frac{\delta A_i}{A} N_0 \exp(-t(x, y)_i \left[1 - P_3\right] \sigma)
\] (4.25)

and the number of neutrons with spin oriented in the down direction is given by

\[
\delta N^-_i = \frac{\delta A_i}{A} N_0 \exp(-t(x, y)_i \left[1 + P_3\right] \sigma).
\] (4.26)

If \(N_+ = \sum_i \delta N^+_i\) is the total number of neutrons oriented in the up direction and \(N_- = \sum_i \delta N^-_i\) is the total number of neutrons oriented in the down direction over the whole beam downstream of the polarizer cell, then the polarization \(P_n\) of the beam after leaving the cell is given by:
\[ P_n = \frac{N_+ - N_-}{N_+ + N_-} = \frac{\sum_i \delta A_i \exp(-\sigma t(x,y)_i) \sinh(\sigma t(x,y)_i P_3)}{\sum_i \delta A_i \exp(-\sigma t(x,y)_i) \cosh(\sigma t(x,y)_i P_3)}. \] (4.27)

### 4.5.3 An expression for the neutron polarization as measured from the beam monitor ratios

An expression will now be derived for the neutron polarization that is measured using the beam monitor ratios. This quantity will be referred to as \( P'_n \) in order to distinguish it from the true beam polarization \( P_n \).

As discussed in sections 4.1 to 4.3, the following expression is used to determine the neutron polarization:

\[ P'_n = \sqrt{1 - \left( \frac{T_{3,0}}{T_{3,P}} \right)^2}, \] (4.28)

where \( T_{3,0} \) is the transmission of the full beam through the \(^3\)He when it is unpolarized and \( T_{3,P} \) is the transmission of the full beam through the \(^3\)He at the time that the polarization measurement is being made.

The number of neutrons that transmit through an area element \( \delta A_i \) of the cell is

\[ \delta N_i = \frac{N_0}{A} \delta A_i \exp(-\sigma t(x,y)_i) \] (4.29)

if the cell is unpolarized or

\[ \delta N_i = \frac{N_0}{A} \delta A_i \exp(-\sigma t(x,y)_i) \cosh(\sigma t(x,y)_i P_3) \] (4.30)

if the cell is polarized.

The transmission of the full beam, whether polarized or unpolarized, is given by \( T = N/N_0 \) where \( N = \sum \delta N_i \). This yields

\[ T_0 = \frac{1}{A} \sum_i \exp(-\sigma t(x,y)) \delta A_i \] (4.31)

and

\[ T = \frac{1}{A} \sum_i \exp(-\sigma t(x,y)) \cosh(\sigma t(x,y) P_3) \delta A_i. \] (4.32)

Therefore, according to equation (4.28), the measured beam polarization will be:

\[ P'_n = \sqrt{1 - \left( \frac{\sum_i \exp(-\sigma t(x,y)) \delta A_i}{\sum_i \exp(-\sigma t(x,y)) \cosh(\sigma t(x,y) P_3) \delta A_i} \right)^2}. \] (4.33)
4.5.4 An expression for the $^3$He polarization as measured from the beam monitor ratios

The measured $^3$He polarization, $P'_3$, is determined in terms of other measured or known quantities by use of the expression:

$$P'_3 = \tanh(\sigma t'P'_3).$$  \hspace{1cm} (4.34)

The well-known $n$-$^3$He cross section is denoted by $\sigma$ as usual, and $t'$ is the areal density of $^3$He over the whole cell, as determined from a full beam transmission measurement:

$$T_0 = \exp(-\sigma t').$$  \hspace{1cm} (4.35)

$P'_3$ can thus be calculated in terms of other known or calculable quantities.

4.5.5 The calculations

In order to evaluate the difference between $P$ and $P'$, some assumptions about the properties of the cell need to be made. First a model of the cell dimensions will be assumed. At NIST, the thickness at the center of the cell was determined to be 5.5 atm·cm [73], and at LANSCE $t'$ was determined from beam monitor measurements to be 4.85 atm·cm. A simple model is to assume that the two walls of the cell are conical in shape and rotationally symmetric about the beam axis. The cell would then have a peak thickness in the center of 5.5 Atm·cm and the slope of the walls would be determined in order to give $t' = 4.85$ Atm·cm. This corresponds to the following expression for $t$:

$$t = 5.5 \text{ Atm} \cdot \text{cm} - (0.172 \text{ Atm})r$$  \hspace{1cm} (4.36)

where $r$ is the perpendicular distance from the cell axis.

The rest of the required assumptions are: $L$, the distance from the source to M2, is 21.40 meters (measurements of cell transmission are made using M2); $P_3 = 0.46$; the neutron beam is 9.5 cm $\times$ 9.5 cm square and of constant areal density. With these assumptions in mind, $t'$, $P_n$, $P'_n$ and $P'_3$ were numerically determined for various times of flight. The results are summarized in table 4.5.
4.5.6 Conclusion

According to this analysis, the ratio between true beam polarization and measured beam polarization differs from unity by 0.1 % or less. Similar corrections to the $^3$He polarization are 0.2 % or less. These corrections are small enough to have a negligible effect on polarimetry measurements for the NPDGamma experiment. It is therefore acceptable to use monitor transmission ratios in the calculation of $^3$He and neutron polarizations.

<table>
<thead>
<tr>
<th>tof (ms)</th>
<th>$t'$ (Atm-cm)</th>
<th>$P_n$</th>
<th>$P'_n$</th>
<th>$P'/P$</th>
<th>$P'_3$</th>
<th>$P'_3 / P_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>4.8570</td>
<td>0.0660</td>
<td>0.0659</td>
<td>1.0011</td>
<td>0.4605</td>
<td>1.0010</td>
</tr>
<tr>
<td>6.0</td>
<td>4.8554</td>
<td>0.1952</td>
<td>0.1950</td>
<td>1.0011</td>
<td>0.4603</td>
<td>1.0007</td>
</tr>
<tr>
<td>10.0</td>
<td>4.8538</td>
<td>0.3179</td>
<td>0.3175</td>
<td>1.0011</td>
<td>0.4602</td>
<td>1.0004</td>
</tr>
<tr>
<td>14.0</td>
<td>4.8522</td>
<td>0.4306</td>
<td>0.4301</td>
<td>1.0011</td>
<td>0.4600</td>
<td>1.0001</td>
</tr>
<tr>
<td>18.0</td>
<td>4.8506</td>
<td>0.5312</td>
<td>0.5306</td>
<td>1.0010</td>
<td>0.4599</td>
<td>0.9998</td>
</tr>
<tr>
<td>22.0</td>
<td>4.8490</td>
<td>0.6187</td>
<td>0.6181</td>
<td>1.0010</td>
<td>0.4598</td>
<td>0.9995</td>
</tr>
<tr>
<td>26.0</td>
<td>4.8475</td>
<td>0.6930</td>
<td>0.6924</td>
<td>1.0009</td>
<td>0.4597</td>
<td>0.9993</td>
</tr>
<tr>
<td>30.0</td>
<td>4.8459</td>
<td>0.7550</td>
<td>0.7544</td>
<td>1.0008</td>
<td>0.4596</td>
<td>0.9990</td>
</tr>
<tr>
<td>34.0</td>
<td>4.8443</td>
<td>0.8059</td>
<td>0.8053</td>
<td>1.0007</td>
<td>0.4595</td>
<td>0.9988</td>
</tr>
<tr>
<td>38.0</td>
<td>4.8428</td>
<td>0.8470</td>
<td>0.8465</td>
<td>1.0007</td>
<td>0.4594</td>
<td>0.9986</td>
</tr>
</tbody>
</table>

Table 4.5: Estimations of corrections to polarimetry measurements from polarizer curvature.
Chapter 5

SUMMARY AND CONCLUSION

This thesis has discussed several aspects of the NPDGamma experiment. The motivation behind NPDGamma was discussed, followed by an explanation of the experimental setup. The principal focus of this thesis was a detailed analysis of the neutron beam monitors which were custom built for the experiment.

The goal of the NPDGamma experiment is to observe the spatial distribution of gamma rays that are emitted during the fusion of a proton and a neutron. To within eight orders of magnitude, the spatial distribution is expected to be isotropic. At higher levels of precision, a correlation is expected to occur between the direction of gamma emission and the direction of neutron spin. It is this correlation that the NPDGamma collaboration proposes to measure.

In order to conduct this measurement, a high flux polarized cold neutron beam is required. Given the high beam flux, detection is run in current mode. The fact that the beam is pulsed allows for time of flight studies which are useful in performing diagnostic measurements throughout the experiment. To minimize the depolarization of the beam inside the liquid hydrogen target, the ortho- to para-hydrogen ratio of the liquid hydrogen must be minimized and monitored. Also, in order to extract a meaningful result from the measured asymmetry, the beam polarization must be known.

The NPDGamma beam monitors are ionization chambers that contain $^3$He. They function by application of a high voltage and produce an electrical current that is directly proportional to the flux of the incident neutron beam. As such, they are particularly useful as a continuous monitor of beam flux, of beam polarization, and of the ortho- to para-hydrogen ratio of the liquid hydrogen target.

In this thesis, some properties of the beam monitors were studied. These studies were
started with a discussion of the \( n + ^3\text{He} \) interaction, and with a Monte Carlo calculation that was used to determine the average amount of energy deposited into the monitors per captured neutron. It was determined that the energy deposited per neutron has an average value of \( 470 \pm 20 \) keV and a standard deviation of \( 200 \) keV.

Each monitor has a specified total \(^3\text{He}\) content that is dependent on its purpose. The \(^3\text{He}\) contents of each monitor were measured using two separate methods that are discussed in section 3.3. The results from the two methods were found to be mostly in agreement, but were not in complete agreement with the specifications. These results are restated in table 5.1. It was concluded that the method of filling the monitors was approximate, at least partially due to the fact that they were not filled at constant temperature. A difficulty of attaining small pressures to high accuracy is also hypothesized.

<table>
<thead>
<tr>
<th>monitor</th>
<th>relative signal</th>
<th>(^3\text{He} ) content</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>aluminum corrected</td>
</tr>
<tr>
<td>54</td>
<td>1.01 ± 0.07</td>
<td>1.03 ± 0.02</td>
</tr>
<tr>
<td>55</td>
<td>0.99 ± 0.07</td>
<td>1.21 ± 0.06</td>
</tr>
<tr>
<td>53</td>
<td>12.98 ± 0.09</td>
<td>13.07 ± 0.02</td>
</tr>
<tr>
<td>prototype</td>
<td>12.23 ± 0.09</td>
<td>12.41 ± 0.06</td>
</tr>
<tr>
<td>TRIPLE</td>
<td>not applicable</td>
<td>24.7 ± 0.2</td>
</tr>
</tbody>
</table>

Table 5.1: A summary of the beam monitor thickness measurements, in units of \((10^{22} \text{ atoms } ^3\text{He}) \text{m}^{-2}\) per 9.9 mm gas gap (there are in total four such gas gaps). The first data column shows the measurements that were made using a combination of transmission and relative signal measurements. The second data column shows the results of a separate method that corrected the transmission of the monitors with the transmission of a separate block of aluminum. Except for the entry corresponding to the TRIPLE monitor, the uncertainties in the second data column are entirely statistical. The third data column, corresponding to the pressures in table 3.1 at \( 20 \) °C, shows the specified contents.
It was demonstrated that the beam monitors work at a level of precision that is on the order of neutron counting statistics. Given the high beam flux, this precision is sufficient for all beam monitor analysis that is relevant to NPDGamma. It was also determined that the beam monitors provide a time of flight-dependent signal that is in agreement with the energy spectrum of the neutron beam. A discrepancy remains, however, in the absolute conversion of beam flux to current signal. This discrepancy does not affect the performance of the beam monitors and is not relevant to NPDGamma data analysis, but should be resolved by further measurements. An independent calibration of the beam monitors at a calibrated neutron source would provide a test of the calibration that was discussed in this thesis.

In chapter 4, the application of the beam monitors to beam polarimetry was demonstrated. The qualitative observations from polarization measurements were consistent with what is expected from theory. The quantitative results were somewhat low compared to what was expected, but it was later observed that the $^3$He polarization has an unexplained tendency to drift over a fairly wide range. The relative uncertainty in both the $^3$He and beam polarization was found to be at the level of 2%, where the uncertainty in the beam polarization is roughly independent of energy. This level of precision is sufficient for a measurement of $A_\gamma$ and will decrease significantly when the deviation of the data from the theoretical fit is understood.

If similar beam monitors are ordered in the future, some considerations should be kept in mind. First of all, HN connectors are not intended for use with voltages of several kilovolts, and give rise to sparking if extra care is not taken. For high voltages, SHV connectors would likely be ideal. If precise knowledge of the $^3$He contents is desired, it would be worthwhile to avoid miscommunication by explicitly stating the required contents in units of volume density. If precise knowledge of the $^3$He content is to be determined from experiment, it would be worthwhile to ensure that at least one extra monitor is made, of identical construction, containing $N_2$ and $^4$He but no $^3$He. However, knowledge of the $^3$He content is not required in order to provide adequate performance for the NPDGamma experiment.

The beam monitors have been demonstrated to be very reliable monitors of beam
flux. They consistently provide a reliable signal. They were the first component of the NPDGamma apparatus to take data when the Flight Path 12 beam shutter was first opened in February of 2004, and have been in continuous use during NPDGamma data-taking ever since. They do not break down and, during the 2004 commissioning run, only failed to produce a signal when a preamplifier was blown by a faulty high voltage supply. They are not susceptible to gamma background and do not introduce noise or background to the surrounding apparatus. Once the liquid hydrogen target is installed, they should prove to be a reliable means of monitoring its ortho- to para-hydrogen ratio.
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